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The Future of  Things “Cyber”

Years ago, when I was an ROTC instructor, the first unit of instruction 
for rising juniors dealt with communication skills. Near the beginning of 
the unit, I would quote Confucius to my new students: “The rectification 
of names is the most important business of government. If names are not 
correct, language will not be in accordance with the truth of things.” The 
point had less to do with communicating than it did with thinking—
thinking clearly. Clear communication begins with clear thinking. You 
have to be precise in your language and have the big ideas right if you are 
going to accomplish anything. 

I am reminded of that lesson as I witness and participate in discussions 
about the future of things “cyber.” Rarely has something been so impor-
tant and so talked about with less clarity and less apparent understanding 
than this phenomenon. Do not get me wrong. There are genuine experts, 
and most of us know about patches, insider threats, worms, Trojans, 
WikiLeaks, and Stuxnet. But few of us (myself included) have created the 
broad structural framework within which to comfortably and confidently 
place these varied phenomena. And that matters. I have sat in very small 
group meetings in Washington, been briefed on an operational need and 
an operational solution, and been unable (along with my colleagues) to 
decide on a course of action because we lacked a clear picture of the long-
term legal and policy implications of any decision we might make. 

US Cyber Command has been in existence for more than a year, and 
no one familiar with the command or its mission believes our current 
policy, law, or doctrine is adequate to our needs or our capabilities. Most 
disappointingly—the doctrinal, policy, and legal dilemmas we currently 
face remain unresolved even though they have been around for the better 
part of a decade. Now is the time to think about and force some issues that 
have been delayed too long. This edition of Strategic Studies Quarterly, 
therefore, could not be more timely as it surfaces questions, fosters debate, 
and builds understanding around a host of cyber questions. The issues are 
nearly limitless, and many others will emerge in these pages, but let me 
suggest a few that frequently come to the top of my own list.

How do we deal with the unprecedented ? Part of our cyber policy prob-
lem is that its newness and our familiar experience in physical space do 
not easily transfer to cyberspace. Casually applying well-known concepts 
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from physical space like deterrence, where attribution is assumed, to cyber-
space where attribution is frequently the problem, is a recipe for failure. 
And cyber education is difficult. In those small–group policy meetings, 
the solitary cyber expert often sounds like “Rain Man” to the policy wonks 
in the room after the third or fourth sentence. As a result, no two policy-
makers seemed to leave the room with the same understanding of what it 
was they had discussed, approved, or disapproved. So how do we create 
senior leaders—military and civilian who are “cyber smart enough”?

Is cyber really a domain ? Like everyone else who is or has been in a US 
military uniform, I think of cyber as a domain. It is now enshrined in doc-
trine: land, sea, air, space, cyber. It trips off the tongue, and frankly I have 
found the concept liberating when I think about operationalizing this do-
main. But the other domains are natural, created by God, and this one is the 
creation of man. Man can actually change this geography, and anything that 
happens there actually creates a change in someone’s physical space. Are these 
differences important enough for us to rethink our doctrine? There are those 
in the US government who think treating cyber as an independent domain 
is just a device to cleverly mask serious unanswered questions of sovereignty 
when conducting cyber operations. They want to be heard and satisfied 
before they support the full range of our cyber potential.

Privacy ? When we plan for operations in a domain where adversary and 
friendly data coexist, we should be asking: What constitutes a twenty-
first-century definition of a reasonable expectation of privacy? Google and 
Facebook know a lot more about most of us than we are comfortable sharing 
with the government. In a private-sector web culture that seems to elevate 
transparency to unprecedented levels, what is the appropriate role of 
government and the DoD? If we agree to limit government access to the 
web out of concerns over privacy, what degree of risk to our own security 
and that of the network are we prepared to accept? How do we articulate 
that risk to a skeptical public, and who should do it?

Do we really know the threat ? Former Director of National Intelligence 
Mike McConnell frequently says we are already “at war” in cyberspace. 
Richard Clarke even titled his most recent cautionary book, Cyber War. 
Although I generally avoid the at war terminology, I often talk about the 
inherent insecurity of the web. How bad is it? And if it is really bad, with 
the cost of admission so low and networks so vulnerable, why have we not 
had a true cyber Pearl Harbor? Is this harder to do than we think? Or, are 
we just awaiting the inevitable? When speaking of the threat, citizens of a 
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series of first-world nations were recently asked whom they feared most in 
cyberspace, and the most popular answer was not China or India or France 
or Israel. It was the United States. Why is that, and is it a good thing? 
People with money on the line in both the commercial and government 
sectors want clear, demonstrable answers. 

What should we expect from the private sector ? We all realize that most of 
the web things we hold dear personally and as a nation reside or travel on 
commercial rather than government networks. So what motivates the private 
sector to optimize the defense of these networks? Some have observed that 
the free market has failed to provide an adequate level of security for the net 
since the true costs of insecurity are hidden or not understood. I agree. Now 
what: liability statutes that create the incentives and disincentives the market 
seems to be lacking? Government intervention, including a broader DoD 
role to protect critical infrastructure beyond .mil to .gov to .com? The statutory 
responsibility for the latter falls to the Department of Homeland Security, 
but does it have the “horses” to accomplish this? Do we await catastrophe 
before calling for DoD intervention, or do we move preemptively?

What is classified ? Let me be clear: This stuff is overprotected. It is far 
easier to learn about physical threats from US government agencies than 
to learn about cyber threats. In the popular culture, the availability of 
10,000 applications for my smart phone is viewed as an unalloyed good. 
It is not—since each represents a potential vulnerability. But if we want to 
shift the popular culture, we need a broader flow of information to corpo-
rations and individuals to educate them on the threat. To do that we need 
to recalibrate what is truly secret. Our most pressing need is clear policy, 
formed by shared consensus, shaped by informed discussion, and created 
by a common body of knowledge. With no common knowledge, no meaning-
ful discussion, and no consensus . . . the policy vacuum continues. This will 
not be easy, and in the wake of WikiLeaks it will require courage; but, it is 
essential and should itself be the subject of intense discussion. Who will 
step up to lead?

What constitutes the right of self defense ? How much do we want to allow 
private entities to defend themselves outside of their own perimeters? In-
deed, what should Google appropriately do within its own network when 
under attack from the Chinese state? I have compared our entry into cyber-
space to mankind’s last great era of discovery—European colonization of 
the Western Hemisphere. During that period, large private corporations 
like the Hudson Bay Company and the East India Tea Company acted 
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with many of the attributes of sovereignty. What of that experience is in-
structive today for contemplating the appropriate roles of giants like 
Google and Facebook? We probably do not want to outfit twenty-first-
century cyber privateers with letters of marque and reprisal, but what 
should be the relationship between large corporations and the govern-
ment when private networks on which the government depends are under 
sustained attack?

Is there a role for international law ? It took a decade last century for states 
to arrive at a new Law of the Seas Convention, and that was a domain our 
species had had literally millennia of experience. Then, as a powerful sea-
faring nation, we tilted toward maritime freedom rather than restraints. 
Regulating cyberspace entails even greater challenges. Indeed, as a powerful 
cyberfaring nation, how comfortable are we with regulation at all? After 
all, this domain launched by the DoD has largely been nurtured free of 
government regulation. Its strengths are its spontaneity, its creativity, its 
boundlessness. The best speech given by an American official on macro 
net policy was given late last year by Secretary of State Clinton when she 
emphasized Internet freedom, not security or control or regulation. But 
there are moves afoot in international bodies like the International Tele-
communications Union to regulate the Internet, to give states more con-
trol over their domains, to Balkanize what up until now has been a rela-
tively seamless global enterprise. How and when do we play? 

Is cyber arms control possible ? As a nation, we tend toward more freedom 
and less control but—given their destructiveness, their relative ease of use, 
and the precedent their use sets—are distributed denial-of-service attacks 
ever justified? Should we work to create a global attitude toward them 
comparable to the existing view toward chemical or biological weapons? 
Should we hold states responsible if an attack is mounted from their 
physical space even if there is no evidence of complicity? And, are there 
any legitimate uses for botnets? If not, under what authority would anyone 
preemptively take them down? These are questions for which no prece-
dent in law or policy (domestic or international) currently exists. If we 
want to establish precedent, as opposed to likely unenforceable treaty obli-
gations, do we emphasize dialogue with like-minded nations, international 
institutions . . . or multinational IT companies?

Is defense possible ? At a recent conference, I was struck by a surprising 
question: “Would it be more effective to deal with recovery than with 
prevention?” In other words, is the web so skewed toward advantage for 



Strategic Studies Quarterly ♦ Spring 2011 [ 7 ]

the attacker that we are reaching the point of diminishing returns for de-
fending a network at the perimeter (or even beyond) and should now 
concentrate on how we respond to and recover from inevitable penetra-
tions? This could mean more looking at our network for anomalous be-
havior than attempting to detect every incoming zero–day assault. It could 
mean concentrating more on what is going out rather than what is com-
ing in. It could mean more focus on mitigating effects and operating while 
under attack rather than preventing attack. Mike McConnell and I met 
with a group of investors late last year, and we were full-throated in our 
warnings about the cyber threat. One participant asked the question that 
was clearly on everyone’s mind, “How much is this going to cost me?” At 
the time I chalked it up to not really understanding the threat, but in retro-
spect our questioner may have been on to something. At what point do we 
shift from additional investment in defense to more investment in response 
and recovery?

There are more questions that could be asked, many of them as funda-
mental as these. Most we have not yet answered or at least have not yet 
agreed on answers, and none of them are easy. How much do we really 
want to empower private enterprises to defend themselves? Do we want 
necessarily secretive organizations like NSA or CyberCom going to the 
mats publicly over privacy issues? At what point does arguing for Internet 
security begin to legitimate China’s attempts at control over Internet 
speech? Do we really want to get into a public debate that attempts to 
distinguish cyber espionage (which all countries pursue) from cyber war 
(something more rare and sometimes more destructive)? Are there any cyber 
capabilities, real or potential, that we are willing to give up in return for 
similar commitments from others?

Tough questions all—tougher (perhaps) but not unlike those our air-
power ancestors faced nearly a century ago. As pioneer air warriors grap-
pled with the unfamiliar, so must we. Until these and other questions like 
them are answered, we could be forced to live in the worst of all possible 
cyber worlds—routinely vulnerable to attack and self-restrained from 
bringing our own power to bear.

Gen Michael V. Hayden, USAF, Retired 
Former Director, National Security Agency 
Former Director, Central Intelligence Agency
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An Air Force Strategic Vision for 
2020–2030

John A. Shaud, General, USAF, Retired 
Adam B. Lowther

Two decades of continuous operations that began with Desert Shield/
Desert Storm (1990–91) and continued to the conflicts in Afghanistan 
and Iraq have resulted in Airmen engaged in responding to current opera-
tions, leaving little time to contemplate the longer-term strategic impera-
tives that will influence the future force structure of the United States Air 
Force. With Operation Iraqi Freedom recently coming to an end and 
troop reductions in Afghanistan scheduled to begin this year, it is both timely 
and appropriate to reinvigorate strategic thought within the Air Force. This 
article seeks to stimulate a discussion concerning the Air Force’s future by 
addressing a single question: What critical capabilities—through combat-
ant commanders’ lenses—will the nation require of the Air Force by 2030?

To answer this question, the Air Force Research Institute analyzed 
national interests; economic, demographic, and technological trends; 
defense scenarios spanning the strategic planning space; and Air Force 
capabilities required to meet future strategic challenges.1 Research was 
conducted using futures analysis methods and the Delphi method. The 
resulting analysis of these issues appears in Air Force Strategy Study 
2020–2030. Its findings suggest the Air Force should focus on five critical 
capabilities over the next two decades: (1) power projection, (2) freedom 
of action in air, space, and cyberspace, (3) global situational awareness, 
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(4) air diplomacy, and (5) military support to civil authorities (MSCA). 
There is also an underlying theme that runs throughout the study. Success—
for the Air Force—will depend on the service’s ability to integrate the ap-
plication of American power through the air, space, and cyber domains. 
No longer is it possible to think or act principally in a single domain. 
Actors—friend or foe—who are most effective in operating across do-
mains will achieve their objectives with greater frequency than those who 
remain stuck in a paradigm that is focused on a single domain. 

Air Force Critical Capabilities 2020–2030
The geostrategic environment the United States will face in 2030 is 

certain to pose challenges that diverge significantly from those the nation 
and the Air Force face today. To begin with, the United States’ focus is 
likely to continue shifting from Europe to Asia, which will require a greater 
emphasis on long-range power projection by the Air Force.2 Defense of 
national interests in Asia—thought of by many as the twenty-first cen-
tury’s center of commerce and power—will double, in most cases, the 
distances the Air Force must fly to reach its primary operating areas. This 
challenge will require innovative thinking if the United States and the Air 
Force are to maintain regional influence during a time of expected stag-
nant or declining defense budgets. Continued success will likely come 
through the integration of cyber and space—particularly important in an 
Asia-centered world. With this brief description of the strategic landscape 
in mind, the following pages discuss each of the five capabilities deter-
mined to be most critical for the Air Force to develop or enhance between 
the present and 2030.   

Power Projection
The United States faces humanitarian disasters, resource conflicts, ter-

rorism, small-scale conventional conflicts, insurgencies, and the potential 
for peer conflicts. Flexible power projection is certain to prove critical to 
American success in these conflicts. In a global security environment 
marked by the proliferation of advanced antiaccess and area denial (A2/
AD) systems, American forces will find it increasingly difficult to establish 
secure bases within striking distance of adversaries.3 This will increase the 
demand for long-range power projection options. Successful power 
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projection is undoubtedly the most critical capability the Air Force 
will provide combatant commanders and the nation.4

For the Air Force, power projection can take many forms—as either 
hard or soft power. While power projection is synonymous with capabili-
ties such as penetrating long-range strike, airlift, and aerial refueling, the 
future will also call for something new to the Air Force—offensive cyber 
capabilities. As the Air Force moves forward, the force structure—and, 
consequently, force-development programs—must change to emphasize 
these requirements, which will include integrating (manned and un-
manned) air, space, and cyber capabilities. In other words, when formu-
lating options to defend the nation’s interests, Airmen should present 
choices that represent the full range of integrated capabilities.

This approach will position the service to capitalize on technological 
developments before and after 2030. Near-term changes in organization, 
doctrine, training, education, and force management will be required. For 
example, the current requirements of rated personnel (six-, nine-, and 12-
year flying gates) make it difficult to provide opportunities for them to 
acquire skills in space or cyber fields during their formative operational 
years. Providing limited exposure to traditional Air Force operations for 
individuals in the space and cyber career fields similarly undermines their 
understanding of airpower. By 2030, Airmen operating in a joint environ-
ment will be expected to present comprehensive options that represent the 
full capabilities of the Air Force rather than presenting compartmentalized 
solutions.

The key strategic problem from the perspective of potential adversaries 
is to deny the United States access to bases and targets. The proliferation 
of robust and redundant air defenses is a legacy of the Cold War, but this 
has taken on new importance for adversaries. In the near term, most nations 
will be unable to compete with the United States’ technological advantages 
in conventional combat. However, this will change as 2030 approaches. 
Future battlefields may look more like the recent Russo-Georgian conflict, 
in which a cyber offensive preceded Russia’s conventional attack. Conflicts 
will be more specifically targeted in terms of time and space, and the first 
salvos of a conflict may not be detected until the second- and third-order 
effects of initial strikes manifest themselves.

Rather than relying solely on traditional integrated air defenses, adver-
saries will compete for control of the air by 2030 using integrated denial 
strategies informed by space- and cyber-based surveillance, reconnaissance, 
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and attack coupled with high-performance, stealthy radar and missile 
systems designed to complicate deployment and operations for American 
airpower. As noted in the recent Quadrennial Defense Review Report, “The 
future operational landscape could also portend significant long-duration 
air and maritime campaigns for which the US Armed Forces must be pre-
pared.”5 In these increasingly dangerous scenarios, Air Force capabilities 
will experience increased stress. The Air Force must present strategic and 
operational choices along with forces capable of operating and prevailing 
in environments where adversaries have unprecedented capability to deny 
American forces access.6 As one analysis noted, “The USAF’s path remains 
that of betting that forward bases, which are falling increasingly within the 
reach of enemy ballistic missiles, cruise missiles, and other A2 [antiaccess] 
capabilities, can nonetheless be utilized by its expeditionary air units.”7

Conventional power projection against peer or near-peer competitors 
will continue to shape Air Force requirements for the foreseeable future.8 
Four recommendations are offered to assist the Air Force in meeting 
power-projection requirements across the strategic planning space during 
the next two decades.

First, the Air Force must begin the process of fusing air, space, and cyber 
capabilities into existing and future platforms and systems. For example, 
aircraft currently rely on the global positioning system (GPS)—a space 
asset—and a range of cyber systems, but much more is possible at the in-
dividual platform level and in support of command and control. Integrat-
ing capabilities, both offensive and defensive, across the three domains 
will prove a key enabler and force multiplier over the coming decades. 
This suggests the need for systems, operators, and organizations that are 
capable of achieving effects in more than one domain. 

Second, the service must continue to refine a flexible power-projection 
capability. For example, in a conflict with a peer competitor, where national 
sovereignty and vital interests are threatened, the calculus for determining 
an appropriate Air Force response is simple. However, in an irregular con-
flict where limited interests are at stake, determining the appropriate course 
of action is more difficult. With Air Force power-projection capabilities of-
ten serving as the single best tool available, options must be scalable. This 
presents a challenge that is proving difficult to overcome in present conflicts.

In an irregular conflict, two potentially divergent Air Force missions are 
possible: fighting as a member of the joint or coalition force or enabling 
partners to fight on their own.9 The former requires traditional airpower 
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assets. In the latter, the Air Force can leverage tools such as training, edu-
cation, and assistance. The Air Force needs to develop “general purpose” 
forces accustomed to operating with allies in ways not often considered 
part of the service’s power projection role.10 Preserving combat capabilities 
for major contingencies will require greater investments in irregular war-
fare capabilities today. As Afghanistan and Iraq have demonstrated, the 
Air Force’s most capable aircraft are not always necessary in an irregular 
conflict. By developing the appropriate capabilities for this mission, the 
service can achieve significant cost savings and preserve the utility of the 
nation’s most capable aircraft.

Third, developing unmanned platforms that are enhanced by artificial 
intelligence—enabling autonomous operations—will support the Air 
Force conventional power projection mission. Such systems may prove 
critical psychological tools in peer competition, where an adversary may 
view the employment of such systems as a reason to cooperate with the 
United States. Extending the range and loiter time of existing and future 
platforms will have a similar effect. 

Improving the range of air-breathing platforms will also delay or pre-
vent the compromise of one of airpower’s greatest advantages: the ability 
to operate from secure locations outside an adversary’s reach. As American 
forces withdraw from Iraq and eventually Afghanistan, there will be a 
greater focus on Asia. Thus, the likely continuing drawdown in overseas 
forces and the number of OCONUS main operating bases must be offset 
not only through a closer relationship between the Air Force and Navy, 
but with long-range power-projection systems capable of holding targets 
at risk without access to nearby bases.

Fourth, offensive and defensive cyber capabilities must be fused into air 
and space platforms. By 2030 cyber capabilities may become the greatest 
power-projection tools in the Air Force arsenal, serving as both force mul-
tipliers and an Achilles’ heel. Several nations are clearly equal to or ahead 
of the United States in their ability to launch cyber attacks. Despite the 
Air Force’s attempts to organize, train, and equip to meet cyber require-
ments, its ability to conduct robust cyber operations remains a potential 
but not assured capability. As the discussion turns to the freedom of action 
in air, space, and cyberspace, these same challenges are present.
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Freedom of Action in Air, Space, and Cyberspace
Although the previous section called for the integration of air, space, and 

cyber for the sake of improving power-projection capabilities, freedom of 
action in air, space, and cyberspace is not limited to playing a role in power 
projection. In other words, the five capabilities are neither mutually exclu-
sive nor always complementary. This point is worth noting as the discussion 
turns to the continuing importance of air superiority.   

Air

Access to and stability within the global commons (space, air, sea, 
and cyber domains) is critical to national security.11 The objective of 
air superiority focuses on a subset of the larger challenge of access to all 
the global commons and ensuring access to the air domain at places and 
times of America’s choosing. Air superiority also encompasses the ability 
to use the air domain to observe potential adversaries through reconnais-
sance and surveillance and then hold important targets at risk to influence 
outcomes in a way that is favorable to the United States. 

Over the coming decades significant advances in air superiority are pos-
sible in the areas of autonomous systems and augmentation of human 
performance.12 This may include stealthy, high-performance, autonomous 
aircraft that augment the numbers and capabilities of fifth-generation 
fighters and replace the lost contribution of legacy fighters relegated to 
supporting roles, “building the foundation provided by F-22s and F-35s” 
before they are phased out.13 

Augmenting human performance can “achieve capability increases and 
cost savings via increased manpower efficiencies and reduced manpower 
needs.”14 This will prove useful as weapon systems become increasingly com-
plex and dependent on advanced man-machine interfaces. It is reasonable to 
expect remotely piloted aircraft (RPA) to evolve into truly autonomous 
aircraft, increasing the number of air superiority missions and supporting 
tasks such platforms perform.  

Improvements in the man-machine interface will continue to progress 
in speed, range, aerodynamic performance, sensor capabilities, informa-
tion processing, and decision making. Current examples include infrared 
sensors to see at night, radar to see through weather, and computer inter-
pretation of GPS signals for navigation. By 2030, the amount of informa-
tion to be analyzed, the number of decisions to be made, and the rate at 
which they must be made will increase dramatically and further exceed 
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human capabilities, requiring significantly more capable man-machine 
systems.15 

With the F-22 and F-35 likely to serve as the nation’s principal air supe-
riority platforms until 2030 and a reduction in the purchase of F-35s likely, 
relatively inexpensive force multipliers such as autonomous unmanned plat-
forms, human-computer enhancements, and cyber-attack capabilities may 
become more important.16 Along with the competing need for capital in-
vestment in long-range strike, there is a real need to recapitalize the nation’s 
conventional and nuclear strategic defense systems. Thus, inexpensive force 
multipliers should be a focus of air superiority development. One such 
option is an aircraft-mounted cyber-attack system with the ability to pene-
trate and disrupt the software of an adversary’s aircraft, radar, and other 
systems. However, cyber is an area where the United States has the slim-
mest advantage over some adversaries. Cyber is not a magic bullet, but an 
area where investments may pay significant dividends.

Adversaries of the United States are continuously developing new means 
of challenging American air superiority. Denying their success will require 
that the Air Force continually adapt to improving systems and changing 
tactics, techniques, and procedures. This will become increasingly difficult 
as competition for research and development dollars grows over the next 
two decades. As with air, space presents a distinct set of challenges.

Space

As a pioneer and leader in the use of space, the United States is more 
reliant on the domain than any other nation. Recognizing the significance 
of space, on 28 June 2010 the Obama administration issued a new space 
policy declaring that “the United States will employ a variety of measures 
to help assure the use of space for all responsible parties, and, consistent 
with the inherent right of self-defense, deter others from interference and 
attack, defend our space systems and contribute to the defense of allied 
space systems, and, if deterrence fails, defeat efforts to attack them.”17 To 
achieve this national priority, the Air Force must gain space superiority, a 
concept not unlike air or cyber superiority. Currently, however, the United 
States cannot maintain space superiority. Thus, the principal objective 
over the next 20 years must be to exert control over space in a way that 
turns the concept of space superiority into a reality.

While space is unlikely to become a domain through which kinetic ef-
fects are delivered in the near term, challenges to American preeminence 
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may accelerate deployment of weapons in space—dramatically altering 
the existing paradigm. Denying space to the United States would signifi-
cantly degrade its civil and military operations in all domains. Events such 
as an attack on a communication, navigation, or detection constellation 
could drive a demand for weaponization by the American public, which 
would require the Department of Defense (DoD) to respond aggressively. 

A successful strategy to delay the weaponization of space and maintain 
freedom of action in the domain will require that the United States use the 
entire spectrum of diplomatic, information, military, and economic capabili-
ties to develop a multilayered construct for space operations. By masking 
the United States’ space center of gravity, an adversary is placed in a defen-
sive position. However, space superiority does not begin with a military 
solution. It starts with the United States taking the lead in engaging the 
international community to create a system of protocols and relationships 
that encourages beneficial and benign behavior. Through economic and 
technical cooperation such as trade and multinational research and develop-
ment, nations become interdependent and much less likely to act against 
their own interests.18 

Partnering also lays the foundation for international negotiation, regula-
tion, and governance by the rule of law—powerful concepts appreciated 
by our allies. Currently, the United States is party to a series of international 
regulations governing land, sea, air, and space. A new round of international 
agreements could institutionalize a ban on space-based weapons and pro-
vide for verification, which many nations may well find attractive. Alone, 
this vision of cooperation and engagement is insufficient. 

Gaining freedom of action in space over the coming decades must start 
with developing and implementing a comprehensive strategy. The Air 
Force should ensure that the nation’s current space vulnerabilities do not 
lead to a premature and economically prohibitive strategy, or worse, spark 
a weapons race in space. Thus, the Air Force must tread carefully as it pro-
tects the nation’s vital space interests. Four recommendations will assist 
the service in developing sustainable space superiority.

First, the Air Force must continue to improve American surveillance of 
space. A first step in correcting this deficiency was the 25 September 2010 
launch of Pathfinder, the first satellite in a planned constellation. Known 
as the space-based space surveillance (SBSS) system, its mission is to im-
prove the DoD’s ability to detect and track objects in Earth orbit. To 
maximize its capabilities the Air Force must expedite deployment of 
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SBSS—or an SBSS–like constellation—and integrate it into a coherent 
architecture that will detect objects in both low and high Earth orbit.19

Second, the Air Force must guarantee access to space while achieving 
lower production and operating costs. While the Air Force has a rich 
spacefaring history, it does not have a reputation for responsive launch. 
Special handling requirements for lift vehicles and satellites require months 
or years of planning for an on-time launch. The primary space-launch 
vehicles in use today are evolved expendable launch vehicles (EELV)—
Boeing’s Delta IV family and Lockheed Martin’s Atlas V family. The EELV 
was designed to standardize and improve space-launch operability, reduce 
the government’s traditional involvement in launch processing, and save a 
projected 25 percent over legacy launch systems.20 However, further re-
ductions in cost are required.

Third, increased partnering with industry will also assist in reaching the 
goal of space superiority. The private sector has made great strides in space 
development over the past 20 years. SpaceX successfully launched light- 
and medium-lift vehicles in Falcon 1 and Falcon 9, reducing costs com-
pared to their Boeing and Lockheed Martin rivals.21 The Obama administra-
tion’s most recent decisions on space operations, shifting spending from 
government projects to commercial endeavors, point to potentially dra-
matic changes in American space policy.22

Fourth, to mitigate vulnerability in space, the United States must estab-
lish greater resiliency in its satellite constellations. Space systems must be-
come more responsive and less vulnerable to meet the war fighter’s needs 
as competition in space evolves. The DoD has long relied on large, expen-
sive satellite systems to meet its needs. The launch of the Defense Satellite 
Communications System (DSCS) follow-on, Wideband Global System 
(WGS), is an example of this good-news-bad-news story. While each 
WGS satellite is more capable than the entire nine-satellite DSCS constella-
tion, the planned six-satellite WGS constellation increases US space vulner-
abilities by placing greater reliance on a reduced number of satellites.23 
With space serving as a critical means of transmitting data, a loss would 
have a serious negative impact on cyber.

Cyber

Although the recently published AFDD 3-12, Cyberspace Operations, 
notes that “controlling the portion of cyberspace integral to our mission is a 
fundamental prerequisite to effective operations across the range of military 
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operations,”24 cyber is not traditionally recognized as an operational military 
domain. With the activation of Twenty-fourth Air Force, the service sent 
a clear signal regarding the importance of cyberspace. The transformation 
of the communications and information career fields into the cyberspace 
operations and support career fields and the initiation of undergraduate 
cyberspace training also illustrated the elevated role that service leaders 
expect cyber capabilities to play in the future.25 The challenge for the Air 
Force lies in remaining on the leading edge of advances in cyber technology. 

Cyber superiority will become ever more difficult to achieve and main-
tain as cyber continues to act as a leveler among nations, groups, and in-
dividuals. Thus, the Air Force must advance to the leading edge of cyber.26 
Unfortunately, the number of American computer science and computer 
engineering graduates is shrinking while the proportion of foreign nationals 
receiving master’s degrees and PhDs is increasing.27 Current Air Force 
cyber training falls far short of providing experts capable of dealing with 
the threats that will come from highly trained and motivated attackers. 
This is a strategic concern because shortfalls in cyber capabilities undercut 
capabilities in other domains. The United States has rarely faced a situa-
tion in which military success depends on successful operations in a do-
main that it does not dominate. This is the case with cyber.

The cyberspace of 2030 will differ dramatically from that of 2010. In-
creases in computing power, doctrinal development, and changes in the 
focus of cyber attacks will make cyberspace more challenging and hostile. 
Cyber attacks will continue and become more relevant to military opera-
tions. In the future, cyber will evolve into a weapon of preference, replac-
ing many of the kinetic choices in today’s arsenal. The reduction in aircraft 
numbers and the ranges required for power projection, particularly in the 
Pacific, will drive cyberspace to the forefront of Air Force operations. Sup-
pression of enemy air defenses and the ability to corrupt the software of an 
adversary’s aircraft will become a reality, not just science fiction.     

US Strategic Command (STRATCOM) is likely to find itself more 
deeply involved in cyberspace, expanding its operations into irregular war-
fare. The Air Force, while “growing its own,” must also find ways to partner 
with academia and industry to augment its cyber force structure. These 
partners may not fit the mold of a traditional Airman, but their expertise 
will prove invaluable to accomplishing the Air Force mission. 

Over the next 20 years, the cyber threat will compel the Air Force to 
play a leading role in defending the nation’s interests. Preparing for this 
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future will require an unprecedented shift in the service’s approach to cyber. 
Simply defending the network is not enough. The Air Force should 
undertake a more aggressive approach to developing cyber as a critical 
operational capability. This will require the service to undertake two prin-
cipal efforts.

First, the Air Force must assume the mantle of responsibility for cyber 
activities as they relate to accomplishing Title 10 responsibilities. With the 
greatest dependence on cyber of any service, the Air Force must rely on 
itself for most of its cyber needs. Accomplishing this objective will require 
the service to operationalize cyberspace by preparing to conduct offensive 
as well as defensive cyber operations, develop a sound legal framework for 
operations, create broad interoperability, and aggressively work toward 
joint operations. For example, if the Air Force assumes responsibility for 
cyber functions directly related to its operations—some of which are per-
formed by the National Security Agency (NSA)—the emphasis will shift 
from information security to operational effects.

Second, to operationalize cyberspace, the Air Force must develop a large 
cadre of educated experts in computer science and computer engineering 
(CS/CE). Because of changes in the United States’ CS/CE graduate base, 
the Air Force faces formidable obstacles by 2030. The best people will be 
able to command salaries far beyond what the Air Force and the DoD offer, 
exacerbating this dilemma. Failure to overcome the manpower obstacle will 
undermine the Air Force’s ability to maintain a cyber-proficient workforce 
and threatens the accomplishment of core Air Force missions. One way 
for the service to acquire the needed cyber expertise is to develop it inter-
nally, a path it is currently taking. Incentives like career specialization pay, 
scholarships, or bonuses can help attract and retain the best and the brightest. 
Whatever course the Air Force takes, it is important to remember that the 
interdependence of the air, space, and cyber domains makes a failure in 
one domain a failure in all domains. 

Global Situational Awareness
The drive to 2030 is likely to include a continued drawdown of Ameri-

can troops permanently stationed overseas. The Air Force will likely oper-
ate primarily from CONUS locations.28 Thus, situational awareness will 
become a long-distance endeavor requiring long transit and loiter times to 
perform surveillance and reconnaissance missions during a wide variety of 
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operations. The distance will also place a premium on cyber and space as-
sets, which are likely to play an increasingly important role in building a 
situational awareness across far-flung regions. For example, where a drone 
may prove effective in uncontested airspace, cyber and space assets may be 
the only means of conducting surveillance and reconnaissance of peer 
competitors. For the United States, understanding the circumstances it 
faces is increasingly critical as decision makers operate in a more complex 
geostrategic environment.

Although the term global situational awareness is mentioned in AFDD 
2-9, Intelligence, Surveillance, and Reconnaissance Operations, it is not de-
fined in doctrine or elsewhere.29 Thus, the development of a definition is 
necessary. Accordingly, global situational awareness is the understanding 
of the strategic, operational, and tactical environments gained through the 
use of space, air, sea, land, and cyber information collection systems.30 
The Air Force contribution to global situational awareness comes in the 
form of surveillance, reconnaissance, and analysis of data. 

Since the Air Force currently has few surveillance and reconnaissance 
aircraft capable of covering the long distances required in a future where 
operations originate in the CONUS, space and cyber surveillance will 
play an increased role in future efforts. RPAs and autonomous platforms 
with longer ranges and correspondingly longer loiter times should, how-
ever, be fielded before 2030. Until their development, space and cyber 
assets must fill the void.31 

Two characteristics of future space surveillance systems are critical: they 
must be persistent and inexpensive. The current inventory is expected to 
suffice well into the next decade, but the United States will require newer 
systems before 2030. Moreover, the concept of operationally responsive 
space must continue to include the ability to launch surveillance and 
reconnaissance payloads virtually on demand. The technical difficulties 
of tracking mobile targets from space also must be resolved over the next 
two decades.32 

The focus on space does not mean that air-breathing platforms will be-
come unimportant to global situational awareness. These platforms will 
present a different set of problems. For example, building a survivable re-
connaissance platform from scratch or adapting the F-22, for example—
solely for the reconnaissance mission—is not feasible in a fiscally con-
strained environment. The Air Force will have to make do with what is 
already in the inventory for the next decade or more. Given these circum-
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stances, the mantra “every shooter is a sensor and every sensor is a shooter” 
has merit.33 

The mission of analysis is equally important to surveillance and recon-
naissance. The exploitation of reconnaissance products, particularly imagery 
analysis, has enjoyed a renaissance because of the creation of the distributed 
common ground system (DCGS) and its refinement into an agile analysis 
and dissemination system. Since it already operates with a reachback ap-
proach of distributed operations, the DCGS enterprise can be readily 
adapted to the global situational awareness concept necessary in the future.34 

Increasing the speed of product dissemination is critical and is possible 
through the DCGS enterprise. However, absent the development of im-
proved software, analysis will remain time-consuming because of the sheer 
volume of data and the ever-present shortage of trained analysts.35 Sus-
taining a sufficient cadre of analysts over the next 20 years and automating 
many analytical tasks will assist in overcoming current deficiencies in 
quality and speed.36

Although globalization and technological advances are bringing people 
and nations closer together, they are making the world a more complex 
and expansive place for the Air Force. Nowhere will the nation feel the 
impact more than in situational awareness. With the Air Force traveling 
greater distances and facing geographically unconstrained threats, main-
taining situational awareness is already becoming increasingly difficult. 

To execute the situational awareness mission effectively, the Air Force’s 
intelligence community must complete its metamorphosis into a tightly 
organized and dynamic force that realigns its assets for global as well as 
regional coverage. Implementing the following recommendations will as-
sist in this transition.

 First, overhead capabilities must be planned and executed in coordina-
tion with the National Reconnaissance Office (NRO) because surveillance 
is increasingly becoming a stand-off capability—making the NRO’s respon-
sibility for space asset requirements increasingly important. As part of this 
effort, Air Force intelligence personnel should be assigned to the NRO in 
sufficient numbers and with sufficient rank to influence design and imple-
mentation of programs and to provide an operational perspective from the 
end user. Currently, the Air Force does not always fill existing billets at 
the NRO. Similarly, a growing dependence on second- and third-party 
surveillance—since these parties are often closer to targets—will call for 
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exchange programs with allies and civilian partners as part of the larger 
effort to influence the product received by the end user.

Second, it is time to plan for a postwar (Afghanistan and Iraq) surveil-
lance and reconnaissance structure that addresses the DCGS. Serious 
thought must be given to doctrine, tactics, techniques, and procedures as 
the DCGS’ role in any future fight is reconsidered. Currently configured 
and manned for tactical missions, the service must shift the DCGS’ focus 
to processing and disseminating national and allied intelligence products. 

Third, the Air Force must exploit emerging automation technologies to 
improve data analysis so that human analysts are employed in the highest-
order tasks. Accelerated development of translation software, artificial in-
telligence, and electronic means to process raw data—signals and elec-
tronic intelligence—is the most practical approach to managing this glut 
of data and should become an Air Force funding priority.

Absent significant reforms that focus on the increasing globalized na-
ture of strategic challenges, the Air Force’s contribution to national situa-
tional awareness will not reach its full potential. At a time when adversar-
ies are chipping away at the nation’s strategic advantage, failing to 
understand an adversary is unacceptable. Meeting this challenge can also 
be aided by the fourth capability—air diplomacy. 

Air Diplomacy

Although the concept of air diplomacy is neither defined in doctrine 
nor specified as a mission of the Air Force, it is a task Airmen have per-
formed since the early days of manned flight. Air Force history has many 
examples of Airmen conducting diplomatic missions, such as the Berlin 
airlift (24 June 1948–12 May 1949), Operation Provide Comfort/Northern 
Watch (1991–2003), and the ongoing training of Latin American air 
forces at the Inter-American Air Forces Academy (IAAFA). These examples 
are a small portion of the Air Force’s historical contributions to American 
diplomacy.37 

Currently, the Air Force conducts an array of diplomatic missions estab-
lished in the Air Force Security Cooperation Strategy and many additional 
irregular and ad hoc diplomatic missions. While the service currently em-
ploys airpower to achieve soft-power objectives, these efforts are not opti-
mally leveraged to the full benefit of the nation.38 Thus, fusing the service’s 
disparate soft-power missions into a unified air diplomacy strategy will 
enable the Air Force to employ its soft-power capabilities more effectively 
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in the pursuit of national interests. Some further clarification of the con-
cept is necessary.  

Diplomacy, broadly defined, is “the peaceful conduct of relations 
amongst political entities, their principals and accredited agents.”39 States 
conduct diplomacy to promote economic interests, protect citizens abroad, 
propagate culture and ideology, enhance national prestige, promote 
friendship, and isolate adversaries. Moreover, it is the least expensive way 
to exercise power in international affairs.40 Diplomacy is one of foreign 
policy’s two elements; the other being war. Both are means to an end 
rather than ends in themselves.

Air diplomacy may best be described as the nonkinetic employment of 
airpower in defense of national interests. While all forms of diplomacy are 
designed to further state interests, air diplomacy is distinguished by the 
means employed to promote those interests. It is important to note air 
diplomacy does not replace the traditional diplomacy conducted by the 
Department of State. It is a complementary capability provided by the Air 
Force. Understood in these terms, air diplomacy incorporates a broad 
range of Air Force soft-power capabilities into a unifying concept that 
highlights the service’s diplomatic capabilities. 

Over the next two decades air diplomacy has the potential to become 
increasingly important for three related reasons. First, Medicare, Medicaid, 
Social Security, and the national debt will consume an expanding per-
centage of the federal budget, which will force decision makers to reduce 
discretionary—principally defense—spending while remaining engaged 
in the international system.41 Second, stagnant or declining defense bud-
gets will make acquisition of new weapons less likely. People and machines 
capable of performing both hard- and soft-power missions will undoubtedly 
have the greatest appeal.42 Third, airpower’s range, speed, and flexibility 
will make it an attractive option for decision makers. Air diplomacy pro-
vides a range of soft-power options that, if employed before kinetic opera-
tions are necessary, may assist in preventing or resolving crises.

Simply stated, air diplomacy has the potential to be an effective ap-
proach to the defense of vital national interests, building partnerships, 
preventing conflict, and expanding American influence around the world. 
It is also a cost-effective approach that does not create the anti-American 
sentiment which accompanies permanent overseas bases or large troop 
deployments. Admittedly, it will not always succeed. But, the deliberate 
conduct of air diplomacy has the potential to leverage the Air Force’s soft-
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power capabilities more effectively before the service is called on to exercise 
hard power. 

While the current Air Force Security Cooperation Strategy provides an 
excellent foundation upon which to build, an air diplomacy strategy that 
includes all of the service’s diplomatic capabilities is necessary.43 This is 
particularly important when fiscal constraints force decision makers to 
choose among competing priorities. Conceptually, air diplomacy also pro-
vides a construct that supports the nation’s soft-power options. Devising 
an air diplomacy strategy is best accomplished by implementing three 
broad recommendations.

First, an air diplomacy strategy should focus on three central goals. It 
must coordinate and enhance disparate diplomatic missions; develop a 
proactive approach to engaging allies, neutrals, and adversaries—all within 
the context of each geographic commander’s theater security cooperation 
plan; and accomplish strategic ends with existing means. 

Currently, the Air Force lacks a unifying strategy capable of effectively 
leveraging all of the soft-power missions it performs. As noted previously, 
the Air Force Security Cooperation Strategy focuses many of the Air 
Force’s train, advise, and assist missions into a unified strategy, but there 
are potential opportunities not included.44 An air diplomacy strategy 
should also incorporate soft-power missions that are critical to the long-term 
objectives of the Air Force (access to bases, for example), but well beyond 
the near-term objectives of the geographic combatant commander.

Second, the Air Force should build on the foundation of existing strategic 
guidance, programs, plans, and approaches related to diplomatic action. 
This will simplify the process of creating a service strategy. With national, 
departmental, and service guidance found in a number of documents, it is 
not necessary to start from scratch when developing an air diplomacy 
strategy.45 Additionally, any strategy must also create a set of guidelines for 
measuring the success or failure of air diplomacy.46

Third, bringing contributors together for the development of a strategy—
accepted by key actors—is necessary. Participants should include such ac-
tors as the Department of State, the Office of the Secretary of Defense, 
combatant commanders, the Office of the Secretary of the Air Force for 
International Affairs, Air Staff components, and the major commands. If 
excluded from the development process, those affected by an air diplo-
macy strategy may not support its implementation.
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The combination of hard- and soft-power capabilities outlined thus 
far is incomplete without the third component—military support to 
civil authorities (MSCA). By providing the nation the ability to persuade 
allies and adversaries through air diplomacy, strike adversaries through 
power projection, and defend the homeland through MSCA, the Air Force 
will provide the nation a set of critical capabilities to 2030 and beyond.  

Military Support to Civil Authorities

Military support to civil authorities is becoming increasingly important 
because of the proliferation of nuclear weapons technology, advanced mis-
sile technology, and offensive cyber capabilities. Current capabilities for 
disaster response are also insufficient to meet demands. This combination 
of variables is certain to make MSCA a critical capability for the Air Force 
well into the future. Admittedly, a natural disaster is more likely than a 
major terror attack, but in either case the Air Force and the Air National 
Guard (ANG) can expect to play major roles in providing the US Northern 
Command (NORTHCOM) a range of capabilities to mitigate the effects 
of a catastrophic event.47  

AFDD 2-10, Homeland Operations, cautions that USAF forces “are 
only made available when not required by other military operations.”48 
Air Force Instruction (AFI) 10-802, Military Support to Civil Authorities, 
states that ANG forces (on state orders, not in federal service) have the 
“primary responsibility for providing military assistance to state and local 
governments in civil emergencies.”49 In short, the ANG not only can re-
spond well ahead of any federal military effort, but is also expected to do 
so by Air Force instruction.50 Short of a man-made catastrophe involving 
chemical, biological, radiological, or nuclear materials, it is unlikely that 
active duty resources will be called upon. Nevertheless, if a disaster rises to 
the level of a catastrophe, state and local resources may be overwhelmed. 
Governors are likely to ask for federal assistance, which may or may not be 
readily available because of Air Force decisions.51 

The challenging economic environment that will persist well into the 
future is certain to amplify the importance of Air Force and ANG military 
support to civil authorities. If the nation’s interests continue to shift and 
technological innovations bring America’s adversaries closer to its shores, 
the American public will expect the military to focus on missions such as 
homeland defense and disaster relief. For the Air Force and the ANG, this 
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means providing MSCA capabilities in three areas: situational awareness, 
medical support, and airlift.52 

Given the Air Force’s role in shaping the ANG through its organize, 
train, and equip responsibilities, it is vital for service leaders to elevate 
MSCA to a critical capability.53 Dual designed operational capability 
(DOC) statements, particularly for the ANG, will assist in establishing 
the role of individual units in MSCA and wartime. In other words, the Air 
Force and ANG roles in providing MSCA are intertwined and inseparable. 
Thus, any discussion of the ANG role in MSCA is also a discussion of the 
Air Force role. 

The Air Force and ANG can contribute to building a more resilient 
domestic response capability. However, there is significant reason for con-
cern. Today’s total force approach may prove inadequate in the event of a 
major disaster in the United States—with speed of response the principal 
concern.54 Thus, a renewed focus on MSCA will better serve the nation. 
Given the interconnected nature of the MSCA mission, three recommen-
dations will enable the Air Force and the ANG to improve disaster re-
sponse while maneuvering through a difficult legal, political, and com-
mand and control environment.

First, airlift aircraft should form the bulk of the Air National Guard’s 
future unit structure. First-response airlift is a key enabler and will likely 
come from the ANG. Thus, a focus on airlift will enable the ANG to not 
only provide military support to civil authorities, but to perform a valu-
able wartime mission as well. Embedded within each ANG airlift unit 
must be aerial port capabilities to provide staging expertise for follow-on 
operations. 

As part of a focus on airlift, ANG airlift units should include medical 
support units, which are the most critical and long-lasting components of 
MSCA. They are often required before anything else and must continue 
long after any disaster. As the Air Force’s “first responder,” the ANG should 
be postured to fill this quick-response role.

Second, beddown of all future ANG airlift units should be aligned 
among the 10 Federal Emergency Management Agency (FEMA) regions. 
Aligning ANG airlift units among FEMA regions will allow these units to 
exercise with state and local first responders in disaster scenarios and establish 
strong relationships before a disaster occurs.55 

Third, ANG imagery analysts should become the primary source of 
support, advice, liaison, and imagery interpretation for state and local 
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officials within each FEMA region. They should be an integral part of 
future MSCA exercises and remain on call for domestic disaster support. 
Gaining situational awareness of a disaster’s dimensions is a crucial step in 
dealing with it. As part of this effort to improve situational awareness for 
first responders, distributed common ground system stations staffed by 
ANG analysts should be used to provide real-time imagery support in the 
event of a disaster, and their DOC statements should be amended to add 
MSCA. Codifying this mission will allow ANG units to exercise with local 
and state disaster entities as well as provide a framework for oversight, 
funding, and inspection.

By implementing these recommendations, the Air Force active and 
ANG units remain poised to effectively respond in the event of a disaster. 
Defense of the homeland is, at its most fundamental, the very reason for 
maintaining a military. 

Conclusion
As the Air Force looks toward a future that will be characterized by turbu-

lence and rapid change, service leaders must make a number of difficult 
decisions well in advance of an eventual need. Confronted by uncertainty, 
flat defense budgets, and threats at the high and low ends of the conflict 
spectrum, current decisions that will shape the future of the Air Force must 
account for an increasingly complex array of variables. Success in this envi-
ronment is not assured and should not be taken for granted. By suggesting 
the service focus on five critical capabilities (power projection; freedom of 
action in air, space, and cyberspace; global situational awareness; air diplo-
macy; and military support to civil authorities), this article seeks to both 
clarify the areas where the service should focus its time, resources, and 
strategic thought. It also highlights a persistent challenge. It is the responsibility 
of the Air Force to articulate a clear rationale for investing in airpower. 
Strategy development enables this fundamental task.   
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Rise of a Cybered Westphalian Age

Chris C. Demchak 
Peter Dombrowski

No frontier lasts forever, and no freely occupied global commons 
extends endlessly where human societies are involved. Sooner or later, 
good fences are erected to make good neighbors, and so it must be with 
cyberspace. Today we are seeing the beginnings of the border-making pro-
cess across the world’s nations. From the Chinese intent to create their 
own controlled internal Internet, to increasingly controlled access to the 
Internet in less-democratic states, to the rise of Internet filters and rules in 
Western democracies, states are establishing the bounds of their sovereign 
control in the virtual world in the name of security and economic sustain-
ability. The topology of the Internet, like the prairie of the 1800s’ Ameri-
can Midwest is about to be changed forever—rationally, conflictually, or 
collaterally—by the decisions of states.

In 2010 the crossing of the Rubicon into the age of cybered conflict1 
occurred with a surprisingly sophisticated, precisely targeted, and un-
doubtedly expensively produced worm in large industrial control systems. 
Its name was Stuxnet. As a malicious piece of software, it came as a sur-
prise despite having floated around a year doing nothing but stealthily 
copying itself. The worm’s target was the program controlling centrifuges 
in Iranian nuclear reprocessing plants.2 Spread by infected USB thumb 
drives and the software in printer spoolers, it bypassed the Internet security 
controls in place against hackers and did not act maliciously until finding 
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the precise computer DNA of Iranian nuclear reactors as Stuxnet’s design-
ers intended. While the worm infiltrated a wide variety of protections and 
Windows operating systems, the sophisticated Stuxnet authors demon-
strated a new level of threat to cyber security. Despite early denials, the 
Iranian nuclear community ultimately admitted its plants were infected 
and its centrifuges unstable. 

Stuxnet capped a two-year period in which the scope and complexity of 
national security challenges posed by cyberspace created a new level of 
insecurity.3 From 2008 onward, a string of unsettling discoveries of mas-
sive theft of national data appeared via backdoors into otherwise secure 
national-level systems (e.g., GhostNet). Widespread stealthy infection of 
national systems occurred through sophisticated programs waiting to be 
connected to hidden remote servers, such as the Confiker worm and the 
wholesale copying of critical industrial technological advances by China. 
The age of vandals and burglars in cyberspace moved to the next level, 
resembling organized cyber mercenaries, cross-national pirates, and the 
undermining of nation-states on a massive cyber scale.4 

Until Stuxnet, however, it was not entirely clear if all the access points, 
malware, and rampant penetrations would lead to serious strategic harm. 
The consensus among states changed after Stuxnet. If such malicious soft-
ware can take down whole energy systems at once, states have no choice 
but to respond if they are to protect their own governmental and military 
operations and uphold their responsibility to protect citizens and corpora-
tions.5 The Stuxnet method and its success thus changed the notion of 
vulnerability across increasingly internetted societies and critical infra-
structures. The days of cyber spying through software backdoors or betrayals 
by trusted insiders, vandalism, or even theft had suddenly evolved into the 
demonstrated ability to deliver a potentially killing blow without being 
anywhere near the target. Forcing nuclear centrifuges to oscillate out of 
control from an unknown and remote location suggests that future in-
novations might be able to destroy or disrupt other critical infrastructures 
upon which modern societies depend. As proof of concept as well as a 
model to be copied, the Stuxnet worm offers the possibility of distant 
enemies spending hundreds of staff hours and expertise to insert such applica-
tions throughout the nation—from oil pipelines to dam turbines to nuclear 
and fossil fuel energy plants to any other large-scale critical service con-
trolled by computers. As the designers of Stuxnet demonstrated, being 
disconnected from the Internet will never again be a guarantee of security.6 



Chris C. Demchak and Peter Dombrowski

 Strategic Studies Quarterly ♦ Spring 2011[ 34 ]

If any part of the plant, service, aircraft, or system is internally connected 
or if any electronic devices connect to the system from the outside, even if 
the device must be hand-carried, the system is vulnerable. 

Stuxnet is an exquisite example of the advantages afforded attackers in 
the current global cyberspace. Attackers freely choose the scale of their 
organization, the proximity of their targets, and the precision of their tar-
get group, all with near impunity. They may take all the time they need in 
capitalizing on these advantages and in using the Internet itself to collect 
more data on the intended targets. The ease of relatively risk-free conflict 
between adversaries within the global web is so apparent even bot net 
gangs of criminals controlling secretly hacked personal computers fight 
among themselves technologically, often seeking to destroy and replace 
the other’s malicious software. As shown by the denial of government and 
banking service in Estonia in 2007, wholesale assaults across physical borders 
can be deployed from one state to another by “patriotic hackers,” while 
the originating state claims ignorance and inability to stop the assault.7 By 
2008 alone, the daily attacks on simply the US “.gov” or “.mil” websites 
numbered in the millions.8 Over the course of 2009, an unprecedented 75 
percent of global companies across 27 countries were the victims of cyber 
attack, with the average reported loss of $2 million.9 

Today, protective measures in modern democratic states are often insuf-
ficient to repel the daily onslaught of attacks by state and nonstate actors, 
and the situation is worsening. Stuxnet’s success ensured the rising percep-
tion of an all-source 24/7/360-degree national-level threat. In the future, 
a “son of Stuxnet” variant could also float for some time, seemingly harm-
less and unnoticed until triggered by a particular date, end-use, Internet 
signal, or an encounter with a specific kind of computer or program. At 
once, millions of computers might fail, suddenly try to send destroy com-
mands to countless others, or even worse, suddenly replace true data with 
false in anything from aircraft to mass financial transactions. Even China 
recognizes an internal threat from its own vigorous development of cybered 
hacking talent inside the nation. While the intent had been to use the 
skills outwardly in “patriotic hacking,” despite severe sanctions against 
hacking Chinese citizens, now Chinese authorities have to contend with 
their own very real internal cybered threats.10 States under such constant 
barrage cannot help but respond. 

All states, in one way or another, will reach out to control what they fear 
from the Internet—the lack of sovereign control over what comes through 
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their borders. Thus the transformation from frontier to regulated substrate 
across cyberspace has begun. While it is not recognized as such nor pub-
licly endorsed by most democratic leaders, a cyberspace regulating process 
is happening, building the initial blocks of emergent national virtual 
fences. A new “cybered Westphalian age” is slowly emerging as state leaders 
organize to protect their citizens and economies individually and unwittingly 
initiate the path to borders in cyberspace. Not only are the major powers 
of China and the United States already demonstrating key elements of 
emerging cybered territorial sovereignty, other nations are quickly begin-
ning to show similar trends. From India to Sweden, nations are demand-
ing control over what happens electronically in their territory, even if it is 
to or from the computers of their citizens. 

This process may be meandering, but we argue it was inevitable, given 
the international system of states and consistent with the history of state 
formation and consolidation. As cyberspace is profoundly man-made, no 
impossible barriers hinder the growth of national borders in cyberspace. 
They are possible technologically, comfortable psychologically, and manage-
able systemically and politically. Small steps in securing against threats will 
lead to further steps over time and, especially, in response to discoveries 
such as Stuxnet or its derivatives in the future.

In the process of border development, the singular marker of a new age 
of sovereignty and cybered conflict will come to be a normal part of the 
modern state’s capacities: the national cyber commands or their security 
equivalents at the national level. To assure national safety in cyberspace, 
large, vulnerable states like the United States and China must anticipate 
and disrupt attacks far forward as well as repel a wide variety of threats. 
Otherwise, the mass attacks may spread too fast for effective defense. Just 
as militaries still exist in the modern age of mass weapons, they or their 
functional equivalents will also be sent to guard key national points in 
cyberspace. In so doing, they deepen national borders. This article argues 
Stuxnet marks the official beginning of a new cyber Westphalian world of 
virtual borders and national cyber commands as normal elements of modern 
cybered governments. Finally, we have seen these kinds of phenomena 
before in the old Westphalian world. Already, theories, international rules, 
institutions, and experiences exist to guide us as the new age fully matures. 
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The “Westphalian” Process
The Stuxnet worm marks a turning point into a new cybered conflict 

age in which states need to define territorial spaces of safety to reassure 
their citizens’ safety and economic well-being. When it is widely accepted 
that critical systems can no longer be trusted if they are open to the web, 
political leaders will demand ways to eliminate the threats from entering 
their territory. The cybered conflict age has begun, and it is natural for 
those hostile to any particular group to include cyber at key points in their 
plans, including debilitating entire systems. Equally expected, leaders of 
the threatened group will have to consider what responses keep critical 
functions secure. From water holes in the desert to river passages in the 
forest to mountain passes to central controlling nodes in the global web, 
conflict parties inevitably seek the critical gateways of the opposition to 
obtain advantage. 

Frontiers are places of conflict between groups, historically lightly and 
poorly governed, less populated, and risky—places where value is ex-
tracted for little cost. When a frontier starts to become a commons, pro-
ductivity for all is imperiled by the grab-and-go nature of those using it. 
Those dependent on the frontier tend to form organizations to control 
their claim. Modern democracies are in essence complex aggregates of 
large-scale organizations. Their leaders routinely reach out to absorb un-
certainties to control them, if possible, or push them away.11 The rising 
perception of a national-level threat means that all states, in one way or 
another, will reach out to control what they fear from the Internet—its 
frontier nature and the lack of sovereign control over what comes into 
their area of responsibility. 

No freely occupied commons extends endlessly nor lasts forever where 
rising rapacious human populations are involved. It is normal for political 
leaders seeking relief from the interaction edges with other cultures or 
possible threats to look at reinforcing or installing borders. Being able to 
establish sovereign control is one hallmark of a functioning state. This 
need is true whether the border is enforced by passports for people, customs 
inspections for goods, or two-way filters for meta-tagged electronic bits. 
When states cannot protect their economic engines of growth and sustain-
ability, the capacity of the state falls into question by those who control 
the resources under threat.12 

Man’s search for security has led to the formation of “fortress and badland” 
distinctions that marked territory for resource ownership for centuries, but 
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until the 1648 Treaties of Münster and Osnabrücke (understood together as 
the Peace of Westphalia), borders did not stabilize over many generations. 
In this particular case, however, the Peace of Westphalia not only ended 
the Thirty Years’ War in Europe but also heralded the emergence of the 
modern interstate system. After the Westphalian peace, the nation-state 
became the dominant form of social organization. As a result, leading 
states of the period helped codify and set about more or less enforcing a 
collectively agreed upon set of rules, institutions, and norms by which 
they interacted with each other in international society.13 

Particularly useful for international stability was the effect of the treaties 
in creating conditions supporting the gradual hardening of borders between 
and among states, more or less, over the next 362 years. This process of 
settling on boundaries due to the mutual adjustments among states pro-
duced a concept of national territoriality that states could legitimately 
claim, and they could defend that territory against outside aggressors in 
just wars. With the rise of a general presumption of territoriality recog-
nized by other external political leaders, modern states were able to stabi-
lize internally and grow economically within those established, increas-
ingly fixed borders. 

 Westphalia provided a demonstration or a proof of concept. Over time, 
the more established a state became and the fewer ungoverned internal 
areas or frontiers it allowed to continue, the stronger and less existentially 
vulnerable the nascent state became.14 The significance of the Westphalian 
process for this article and its general argument is that the efforts of the 
modern state to cope with the emergence of the cybersphere is in many 
respects similar to the processes by which states became the dominant 
form of social organization within the international system. The ability of 
the state to provide stability and security within the increasingly unchal-
lenged borders was necessary to internal development of social and eco-
nomic progress. Without a form of Westphalian borders, conflicts previously 
at the boundaries easily spill over in both directions from opportunistic 
resource appropriations by actors within and without. The wide variety of 
authorities, powers, and capabilities over the last 400 years accruing to the 
modern state become difficult to employ, redirect, or even limit. Just as 
the ability of modern bureaucratic states to corral resources productively 
drove other less successful organization forms from the scene internationally, 
their ability to provide internal certainty in their domestic territory gradually 
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came to define what is today known as civil society in the Westernized 
world.15 

Today the uncertainties, predatory and productive opportunism, legal 
and illegal resource conflicts, and changes to economic and social expecta-
tions reach directly into the domestic structures of the modern state. Just 
as before the Peace of Westphalia and its recognition of the systemic eco-
nomic threats of insecurity within societies, states are beginning to grapple 
with the difficulties inherent in incorporating a new set of technologies 
into their citizens’ community and individual interactions. In particular, 
the cybersphere has challenged the security of individuals and states them-
selves in ordinary systems considered essential to the critical functions of 
society. Increasingly, citizens are at the frontlines of the existential fight 
over stability in the wider society, and the responses from modern states 
have only now begun to crystallize.

The struggle to move these conflicts from the existential realm directly 
harming citizens to some more organized field of dispute has begun at 
least in discussions among allies and in international communities, but 
the process has been meandering.16 Initially surprised by the reach of the 
predatory behaviors made possible by cyberspace’s unfettered global reach, 
democratic governments have been slow to reinforce their monopoly of 
violence over external threats entering their nations and harming citizens. 
Laws emerged over the early 2000s focused on the internal symptoms 
rather than the external sources of the uncertainties, many focused on the 
individual citizen or commercial Internet service providers (ISP). For 
example, in the United States, financial liability to the individual de-
frauded online in credit card usage limited the amount the citizen would 
lose.17 In contrast, German law makes individual citizens responsible if 
they do not stop their personal computers from being taken over and used 
in massive spam or denial-of-service attacks.18 Australia, however, enforces 
rules on the ISPs to keep the flow of malware to a minimum.19 

Despite these efforts, organizations and governments have found their 
presence in cyberspace vulnerable to attempts to extract information, pre-
vent access, and even to disable as happened with Stuxnet. In March 2010, 
a US cyber security report stated the monthly number of attacks on the 
US Congress and government agencies had reached 1.6 billion, largely 
from outside US borders.20 Governments, like the signatories to the Peace 
of Westphalia, are increasingly aware of the potential losses if hostile, curious, 
or just rapacious outside actors are able to reach easily and deeply inside 
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their societies, into critical assets of families, banks, townships, airlines, or 
any of the myriad of critical systems sustaining the society. “It appears we 
can no longer see the Internet as a friendly shared resource and that strict 
boundaries will have to be put in place,” said Bert Hubert, founder of 
Dutch-based software provider PowerDNS.com.21 States, especially large, 
often cyber-targeted nations like the United States, are recognizing the 
need to respond. Their efforts to control are accumulating across the organi-
zational and technological capabilities. The modern state intends to put in 
place a buffer, a bulwark, a way to buy the nation time to respond if at-
tacked. In short, they are iterating toward national borders in cyberspace 
to relieve the pressure of the barrage of assaults. 

Practical Reinforcement—Borders Decrease  
the Ease of Cybered Offense

Beyond the return to interstate protocols that are well understood, there 
is a practical aspect to cyber borders—they make it more difficult to cause 
harm. Making it necessary to get around borders physically forces larger 
organizations of people to arrange a physical entry to each nation under 
attack. Forcing attackers and criminals to move people rather than bytes 
means higher operational barriers to entry: more costs, more coordination 
efforts, and many more opportunities for any of these efforts to be noticed 
by national security monitoring organizations.22 The border hurdles also 
can slow the pace of regrouping from failures or redirecting to capitalize 
on new information, as well as coordinating simultaneous target groups 
across borders. 

Increasing the organizational difficulties for attackers also increases the 
loyalty challenge for bad actor organizations trying to control human 
agents at distance rather than merely reprogramming pawned computer 
networks. The job of attacking civil societies increases enormously when 
information must be verified in situ by informants who may or may not 
be trustworthy dispersed across monitored virtual borders. Borders reduce 
the advantages of scale, proximity, and precision an attacker has in pitch-
ing offensive surprises and levels the playing field for the defending societies. 
Some mass attacks that are possible today may, with borders, simply be-
come impossible unless the organization is able to physically move large 
numbers of humans into each targeted country and coordinate rapidly 
around national borders or collaborating regional institutions. Borders 
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raise skill, social, resource, and distance barriers for the vast majority of to-
day’s hackers and would-be attackers who lack exceptionally advanced skills. 

Virtual Borders—Feasible, 
Comfortable, and Manageable

The slow development of a Westphalian-style accord parsing cybered 
sovereignty has every chance to proceed and eventually succeed. There are 
few natural dampeners to a neo-Westphalian process in the digital era. A 
cybered national border is technologically possible, psychologically com-
fortable, and systemically and politically manageable. Increasingly, the 
exceptionally skilled technologists are arguing for separation of critical 
systems to protect them from Internet predators and hostile actors. As a 
result, even if policymakers in each nation are inclined normatively to 
keep a fully open Internet, they will have few technical arguments to use 
in maintaining that position. Furthermore, borders are psychologically 
normal for citizens focused on continuing their access to Internet services 
safely. Users already expect some kind of government sanction against 
those who harm individuals via cyber means, and borders make historical 
and cultural sense for denizens of modern states.23 Finally, a cyber border 
fits more easily with the institutional compromises and allocations of 
responsibilities already existing in the governance structures managing 
modern democracies. 

First, the technology of cyberspace is man-made. It is not, as described 
by the early “cyber prophets” of the 1990s, an entirely new environment 
which operates outside human control, like tides or gravity.24 Rather, as its 
base, the grid is a vast complex system of machines, software code and 
services, cables, accepted protocols for compatibility, graphical pictures 
for human eyes, input/output connections, and electrical supports. It operates 
precisely across narrow electronic bands but with such an amalgamation of 
redundancies, substitutions, workarounds, and quick go-to fixes that disrup-
tions can be handled relatively well as long as everyone wants the system to 
work as planned. 

However globally interconnected, cyberspace is dependent on prevent-
ing its internal need for precision being hijacked or massively disrupted by 
malicious or hostile actors. States are learning that everything about to-
day’s grid can be technologically regulated. There are many points of op-
portunity for the national government interested in controlling what 
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eventually ends up being received on Internet desktops, laptops, mobile 
devices, or even independent appliances in homes and businesses. While 
connectivity is global—now increasingly found everywhere like land, air, 
sea, and even space—what is known as cyberspace is and will remain always 
man-made, -sustained, and -enabled. And, unlike the sea, land, air, or 
space, it can be unmade. Furthermore, land expanses, seas, air, and space 
quadrants do not exist only if information is flowing. Seeing a mountain 
does not automatically connect one individual to the next or even offer 
one useful clues about it, yet being on one node does connect individuals 
to others in this cybered underlayment, even if only with some hacking. 
Air masses are air masses, but strings of cyber bytes already have informa-
tion in the way they connect from node to node in protocols. It would be 
as if a car could not continue on the freeway without broadcasting its VIN 
number, license, weight, and other data each time it approached an exit. 
If not approved to continue by the owner of that freeway node, the car 
would be forced off onto another road.

Today, someone and some firm or agency built or bought now runs and 
must maintain every single connection on the Internet. Even peer-to-peer 
(P2P) networks require a person to connect and maintain them. Some 
firm must develop the software to allow connections, and someone must 
also code the application allowing the exchanges of data, for good or ill. 
Today the technological filtering occurs largely through private or semi-
private institutional intermediaries. Across the bulk of democratic and 
nondemocratic states, ISPs are finding their ability to continue to provide 
services is increasingly dependent on providing filtering services deter-
mined by large, state-level authorities. There is no technological reason 
why these services cannot continue as regulated utilities, nor is there any 
reason why governments cannot control what runs into the nation from 
overseas cables or runs out of the nation to criminally harm citizens of 
other nations.

It is technologically possible for governments to require source tagging 
of bytes at some point to assure the passage of legally acceptable streams of 
data or applications or volumes of requests as a way to curtail attacks on 
their soil or emanating from their soil illegally.25 Changing the mix by 
social accord via government action changes the system as we access it, 
know it, and use it. If key cable junctions are broken, the Internet fails or 
slows to a crawl for whole nations. If the same cables are merely redirected 
through an extra set of computers which reject or delete unwanted patterns 
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of data, then the Internet at the far end of the redirect will seem to be all 
that it was. Deleted material will simply never show up. With sufficient 
investment in leading-edge speed cables, inserted filtering servers, and 
capable transmission lines, it is possible to have a border that is not visibly 
intrusive to the vast majority of citizens and conceivably even faster than 
today. For example, while it is widely known China controls its Internet, 
it is not widely known that this control rests on having only three main 
Internet gateways between its one-billion-plus population and the rest of 
the globe.26 For the kinds of controls exerted by the Chinese government 
to go unnoticed by users is one piece of evidence that a border for every 
state, each with different security goals, is within technological reach, if 
not yet legally and formally sought. 

Second, physical borders are known, accepted, and desired by citizens 
in modern civil societies, and that psychological comfort will be no different 
for the creation of borders in cyberspace. The relevant emphasis is on 
“borders,” not on universal control of all cybered transactions occurring 
entirely within the boundaries of a democratic nation. Historically, citizens 
accepted borders as a security-enhancing necessity against external un-
certainties undermining internally accepted rules of interaction. Without 
such limits, the collective sense of belonging is more easily undermined, as 
are the rules of civil behavior. Even a willingness to abide by norms of 
trust and nonthreatening behavior is tied to security, where collective rules 
can and cannot be enforced. To live in ungoverned societies is not only 
insecure; it is also a psychologically palpable existential threat. As Joel 
Brenner explains,

Constitutive rules define the structure of a given society, as well as the relation-
ships that exist among the individuals that comprise that society; they also allo-
cate essential tasks among the members of the society and ensure that these tasks 
are performed. Human societies have consisted of bounded systems situated in a 
delimited spatial area and composed of a defined populace (e.g., “the people of 
Rome,” “the American public,” and so on). These spatial and population con-
straints facilitate the operation of the constitutive rules: spatial and demographic 
isolation make it easier to socialize those who populate a society so that most accept 
and abide by its constitutive rules. They also make it easier to identify and sup-
press those who do not.27  

Civil society deepens and strengthens when the expectation of modern 
liberal and universal social rule observance is justified routinely. Histori-
cally, the hostile or predatory deviations from actors outside the social 
jurisdiction of a modern state is exactly what citizens in their implicit social 
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contract seek to avoid in according a territory their allegiance and legiti-
macy. Safety at home for the citizen in a highly digital society is a social-
psychological need obliging the modern democratic state to act.28 

Third, borders fit institutionally into the existing architecture of national 
systems management. Most nations make a distinction between the forces 
defending the borders from attack (militaries) and those protecting the 
individual citizens inside the nation from attack (police). This distinction 
is one of the direct outcomes of the rise of the modern state from the 
Westphalian Peace. But it is severely challenged by the unfettered character 
of the current global cyberspace topology. Today militaries, police, and 
intelligence organizations in particular have been challenged both by the 
attacks and by the jurisdictional lack of clarity in obligations and ability to 
demand resources. Both state and nonstate competitors have used the inter-
connectivity inherent to the web to attack and disrupt operations and 
gather intelligence about capabilities and intentions across borders with 
impunity. This is especially true for the United States and other nations 
highly dependent on telecommunications for command and control; in-
telligence, surveillance, and reconnaissance; and the management of logis-
tics. Moreover, many military and intelligence organizations have grasped 
the offensive possibilities of the cybersphere to reach past the borders of 
other states directly, in concept at least, into the homes of an opposing 
state’s citizens. Across the military communities of the more modern 
states, information operations and strategic communications programs 
have been developed to influence adversaries and allies. Physical or “kinetic” 
attacks are now routinely facilitated by efforts to exploit enemy cyber vulner-
abilities.29 

Without the legitimating and bureaucratic clarity of a virtual border, for 
example, jurisdictional disputes in nations observing centuries of criminal 
versus national security civil society laws are hamstrung to respond. Stuxnet 
easily crossed borders as intended by its designers. If it were a nonstate actor, 
then the action is criminal, invoking the powers of police forces. If it were 
a state-level actor, then militaries would be involved. Today it is not clear 
which groups were involved, in large part because the electronic trail of 
possible attribution moves readily across states, and states have no obliga-
tion to sanction bad behavior emanating outward from their territory. 
Nonetheless, a state’s facilities were harmed, and many states are viewing 
that uncertainty and inability to lay blame and attribute the attack as un-
acceptable vulnerabilities.30 
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In principle, only from ungoverned or ungovernable territories do modern 
groups launch destructive missiles on neighboring nations without auto-
matic interstate calls for sanctions. With physical borders, states that wish 
to be accepted internationally are obliged by law and custom to stop the 
attacking behavior of their residents or to allow the offended state to reach 
inside to stop it. Once the virtual limits of sovereign power can be demar-
cated in the global cybersphere, states ignoring or supporting massive denial-
of-service attacks from their territories will be held internationally respon-
sible. Domestic legal systems that today do not have internal laws 
criminalizing predatory cyber behavior affecting other states will have to 
initiate the kinds of internal controls already presumed in international 
policing. If they do not or if they actively promote the external attacks 
from their territory, just as in centuries of physical conflict, they will have 
to acknowledge the right of the attacked states to defend across borders if 
necessary. Distinguishing criminal laws and activity from national security 
missions and jurisdiction becomes enormously more manageable when the 
jurisdictional lines are drawn and recognized in a new cyber-Westphalian 
process.

Managing the bordered virtual sphere will also enable a third swathe of 
cyberspace to be identified as well—the ungoverned badlands equivalent 
to the very physical regions of failed or failing states. As civil society ex-
tends into cyberspace with rules of accepted behavior and reinforced by 
modern state institutions, it becomes easier to invoke the routine activities 
of international organizations to curb, if not cure, the disruptive activities 
of the failed-state portions of the international virtual globe. As a result, 
institutions will adapt and adjust while replicating the functional aspects 
of the current physical concords and rules of behavior to contain the harm 
by actors who deviate from the emerging virtual civil world. What is hap-
pening today in the slow civilizing of cyberspace, however scattered and 
seemingly unique, strongly depends on what individual governments see 
as either the threat or the leverage they have and the institutions they develop 
to act on those perceptions. For all, the beginnings of a need to control the 
sovereign, albeit digital, national territory is already present. None are 
controlling the harm, transmission, laws, or sanctions emerging on the 
sovereign territory of another state; rather, each is operating under the 
modern notion of monopoly of power on the territory already demarcated 
and looking to its own laws and control of actions on its territory, to in-
clude network connections. 
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Emergent Virtual Borders
Indications of emergent borders within the cybersphere are appearing at 

many levels, making for a variety of models across the current extent of 
sovereignty the state presumes or seeks. So far some are quite singular. 
China leads the authoritarian states in a more ubiquitous cyberspace regula-
tion model aimed at controlling information from outside and circulating 
inside its borders. In this “all points” model, the border boils down to 
gateways largely filtering information with the ability, in principle, to curtail 
the Internet connections, either between internal regions or between 
China and the rest of the world. It is a technological (limited gateways), 
institutional (regulated telecoms), and psychological (cyber self-censors 
and vigilantes) model operating on many levels at once. 

In this model, China is expressing a long-standing concern for the stability 
and security of the well-established Chinese territory. “Whether we can 
cope with the Internet is a matter that affects the development of socialist 
culture, the security of information, and the stability of the state,” President 
Hu of China said in 2007.31 In the 1990s, the Chinese Communist Party 
recognized the power of unfettered access from/to Chinese citizens and 
declared the Internet to be a fifth area of territoriality to be nationally 
secured. They built the “Golden Shield” that employs an estimated 40,000 
Internet police who in 2009 shut down about 7,000 websites, deleted 
1.25 million pieces of information, and arrested 3,500 people, including 
70 dissidents and bloggers now in jail. In addition to directly controlling 
the content, about 30,000 netizens are employed part-time to intervene in 
online forum discussions and redirect conversations away from sensitive 
topics. The Chinese leadership routinely characterizes Westernized social 
media as subversive tools and sees the hand of the United States in diplo-
matic subversion in any US–sponsored discussions of open Internet. With 
the view that state security and social stability are under attack, the Chinese 
government implemented the strong, technologically sophisticated, heavily 
intelligence collection–driven second phase of the Golden Shield in 
2010.32 

For at least six years, China has also been working on constructing its 
own Internet. In what is called China’s Next Generation Internet (CNGI), 
the current limited number of Internet addresses expands massively by 
adding enough digits (IPv6)33 to provide every single machine connecting 
to the Internet its own unique web address. This addressing protocol also 
means every single web transaction can be tracked from the original machine 
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to any other, allowing a massive societal control advantage when linked to 
other rapidly emerging advances in the raw computing speed and storage 
of computer systems. Not only will three-dimensional online worlds move 
faster and more realistically, but also every interaction in those worlds can 
be recorded or individually tracked in real time to the specific machine.34 

A new, more surveillance-friendly addressing system is useful to the 
Chinese or any government desiring to control its own borders without 
having to use proxies or agents to do their controlling. The so-called Great 
Firewall that Google declined to support in 2010 was in reality the im-
position of liability onto ISPs if one of their users accessed forbidden sites 
or topics.35 As Google demonstrated, this “intermediary liability” ap-
proach to control has its limitations for a nation known to have a cultural 
preference to avoid proxies.36 

The justification of these measures as essential for citizen safety against 
social disharmony, false information, fraud, piracy, and social ills such as 
pornography is a common theme in the oft-times bumpy path to creating 
a sovereign border in cyberspace. For example, in 2005 the Chinese an-
nounced an upgrade to the national text messaging filtering system with 
automatic police alerts when false information, reactionary remarks, or 
harmful activities such as fraud and scams are found in cell phone texts. In 
December 2005 the vice-minister of the Ministry of Public Safety an-
nounced that the upgraded system’s 2,800 surveillance centers had tracked 
about 107,000 illegal cell phone text messages in November 2005. With 
about 33 percent of the texts associated with criminal fraud activities, 
9,700 cell phone accounts were shut down over the month.37 At the time 
(2004), Chinese citizens annually sent 218 billion text messages, against 
which an objectionable number of 107,000 is not even a drop in the 
bucket. By 2010, however, the addition of supercomputers which can 
move trilobits per second provided advanced capabilities to filter cell 
phone text messages centrally. The police, using undisclosed criteria, create 
lists that cell phone companies must use to scan all customer text mes-
sages. Companies must automatically suspend the accounts and report the 
incidents to police if banned terms are found. 

The new technologies have enabled not only massive increases in the 
intrusive and comprehensive search mechanisms but also more punitive 
measures against those found to violate the restrictions. During the same 
period of slowly gaining control of all communications media, the Chinese 
authorities have closed websites, especially those able to share files, and 
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increased the difficulty for citizens to have their own sites.38 Already the 
Chinese government has channelled the physical access of all web traffic in 
or out of China through three major gateways in Beijing, Shanghai, and 
Guangzhou.39 Whether or not the international community approves, 
China’s government is engaged in using the accretion of internal controls 
on content as a consistent part of a state asserting sovereignty over key 
aspects of its internal social territory.

Several democratic nations have charted a “key firm” model of regulating 
the large telecoms, albeit loosely, with the goal of curbing malicious or 
thieving activity, not information flows. These include Australia and to 
some extent Germany. Major Westernized, largely European democracies 
are enacting or strongly considering enacting Internet control measures to 
prevent theft or abuse of their citizens’ personal information and the eco-
nomic assets of their countries. Others, such as the UK, turned initially to 
pan-agency coordinating economic or social, but not security, institutions 
to encourage, monitor, and guide internal Internet transactions. The goal 
is to curb foreign and local theft of national economic assets and private 
personal information. More recently, however, even European nations 
have shown an increasing tendency to see a role for national security controls, 
although less prominently discussed. In 2008, Sweden passed legislation 
allowing its national police force’s intelligence section to monitor all 
Internet traffic in and out of the country, whether by Swedish citizens or 
others. It was challenged widely and loudly by prominent privacy advo-
cates, but the law withstood challenges as a central piece of anti-terror 
legislation and was institutionally implemented in late 2009.40 The model 
is still firm based but is increasingly more focused directly on security.

The path to a national border in cyberspace may not prove as difficult 
for EU nations as it would for other sectors because cyberspace policies are 
currently left largely to member states. The level of security varies greatly 
across nations, and it is unlikely the UK will, any more than France, wait 
for an EU–wide solution to threats to its own cyber resources or citizens.41 
The UK, in particular, has moved incrementally to lay the foundation for 
a national border, sometimes for political reasons having little to do with 
cyberspace, such as a national identity card to curb illegal immigration. 
The rise of serious intrusions into sensitive government networks—at least 
300 over the course of 2009—has pushed the island state to construct two 
agencies with the specific missions of coordinating and informing the 
tools, tactics, and targets of cyber security across all governmental 
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agencies.42 Current trends suggest the UK will be closely behind the 
United States over time as the elements of a national border in cyberspace 
are erected, in large part because the UK, as a close partner of the United 
States, is both more of a target and more informed about its vulnerabilities 
than other EU nations. 

The singular marker of an emerging border, however, is the creation of 
a military organization—a cyber command—to protect the nation from 
the kinds of harm that historically only a peer state or neighbor could in-
flict. For a nation to establish such a unit and publicly declare to have 
done so, that state is explicitly saying it has territory to defend and the 
threat to be met poses conceivably an existential threat. Such a unit marks 
the acknowledgement of a nationally owned space that the nation values 
and will protect using available and appropriate resources, including regu-
latory, law enforcement, and military capabilities. That the borders have 
not yet been recognized by other nations—a key outcome of the long 
Westphalian process—does not diminish the significance of this institu-
tional declaration of sovereignty to be defended, by definition, in cyber-
space itself. While not as advanced as either China or Australia in control-
ling their domestic Internet access or policing its key industries, the United 
States in establishing its new US Cyber Command has laid the corner-
stone necessary for a national cyber border. The nation has stated an in-
tention to defend against, repel, or prevent whatever could come across its 
cyber border and do so with its military might and resources if required. 
The declaratory aspect of this unit is important as a permanent symbol of 
a new cyber–Westphalian international system. China has government 
organizations with what Western observers presume are the same missions 
as Western cyber commands, but they are not publicly named as military 
defenders of the nation. The “cyber command” model primarily rests on 
the use of national security institutions for cyber defense at and beyond a 
border. 

Cyber Command—The US Model
In the fall of 2010, the US Cyber Command became operational after 

an exceptionally rapid year of institutional and legal preparation.43 This 
institutional response to the rise of the cybered conflict age emerged to 
anchor a future cybered border for the whole nation. Its initial mission 
was to protect only military organizations from cyber attack, but as soon 
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as a military unit existed to create a cyber safety wrapper around US critical 
military assets, political statements emerged about creating the same protec-
tion for the whole nation.44

From the RMA to net-centric warfare, the United States has a history 
of providing new models for national-level security organizations, espe-
cially military organizations.45 For the United States to announce a new 
national cyber command automatically provokes a new debate in the 
international military and legal communities.46 Whether or not other 
nations need, want, or can afford to have a singular military unit focused 
on cybered conflict, their leaders, doctrine writers, and strategic thinkers 
will contemplate whether they themselves need such a unit when the 
remaining superpower signals how critical it is for national security. 

If patterns of military emulation occurring since World War II hold 
true, the vast majority of nations will inevitably have something that looks 
and acts like a national cyber command, whether or not it initially bears 
that name. Already we have seen nations closely associated with the United 
States either mirroring it in creating their own cyber command or declar-
ing an interest in having a unit that approximates the functions of US 
Cyber Command. South Korea, for example, now has a military cyber 
command after enduring a massive assault in early July 2009.47 In recent 
strategy discussions, the United Kingdom, while focused on the cyber 
protection of the entire society, has begun discussing closer integration of 
its military cyber resources with its intelligence cyber resources and the 
challenge of knowing when to use offense versus defense when a threat 
emerges.48  

Importantly for the emergence of borders in cyberspace, the US model 
of a national cyber command has several distinctive elements. First, the 
unit chosen by national leaders as their initial foray into strategic national 
security in cyberspace was a military, not a civilianized, internal security 
agency built for disasters or crime. With the weight of US resources to 
dedicate to a strategy of purely defensive mitigation from cascading sur-
prise attacks, policymakers chose a natural experiment that clearly rein-
forced the idea that simply waiting for the attacks to hit and then mitigat-
ing the effects inside the physical borders is likely to be devastatingly 
insufficient. Militaries operate at the edges of nations in the modern state 
or deployed forward to prevent attacks. Choosing a military to be primus 
inter pares in cyber security also reinforces the seriousness of the existen-
tial threat, as these institutions are historically the last resort of national 
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survival. Creating US Cyber Command has redirected much of the global 
conversation about cyber security from merely blunting attacks after they 
arrive to repelling or disrupting the attacks before they cumulate into great 
harm. If cyber security is a mission involving military-like actions repel-
ling attackers, then borders will have to be determined to guide when and 
where these actions can occur.49 

Second, while the mission of the US Cyber Command is currently to 
protect US military cybered interactions, the structure of the new com-
mand is clearly intended to blend operations to benefit simultaneously 
from what was traditionally considered offensive and defensive cybered 
operations and the collection of global intelligence. In cybered conflict, 
the offensive advantages of the attacker lie in relatively easily attained pre-
emptive surprise using the intrinsic difficulty of predicting cascades in 
globally large-scale complex systems. The result is that a good defense re-
quires the ability to successfully operate offensively, knowledgeably, and 
rapidly to preempt the preemptive attack, or at least anticipate it with suf-
ficient time to prepare and mitigate its effects. The peace versus war dis-
tinction has very little meaning operationally in the current frontier-like 
nature of global cyberspace, and the US Cyber Command model directly 
acknowledges the loss of this strategically and internationally accepted 
distinction by dual-hatting its commander as the head of the premier elec-
tronic intelligence agency, the NSA, and the military commander of the 
new cyber command.50 In that Hobbesian choice, the blend of intelli-
gence and a decision to act offensively occurs in the internal deliberations 
of one man subject to national laws but able to act quickly and knowledge-
ably if necessary.51 

That the cyber command has the ability to attack, defend, and collect 
information globally is an innovation critically important not only for the 
United States but also for the wider international community resolutely tied 
to seeing conflict and peace as distinct. While the concept of a Cold War or 
an international crisis is routinely understood and used in characterizing 
disagreements, war is distinguished from peace to clearly politically and psy-
chologically guide international institutional actions, negotiations, and 
strategic expectations. Unfortunately, cyberspace by its dual-use nature and 
ubiquity can be simultaneously hot, cold, warm, or turbulent in different 
parts of the world. The US innovation made it clear the last superpower 
thinks security rests on acknowledging that emerging reality with a unit 
commanding serious attention by would-be attackers.
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Put differently, the model demonstrates a conclusion—that offense, de-
fense, and extensive knowledge collection are needed to be secure—and a 
hypothesis that the best way forward is to build on the already organized 
structures of a military. For the vast majority of European democracies 
which have a great deal of difficulty in publicly and politically endorsing 
offensive measures in cyberspace, cyber security institutional adaptations 
have been incremental, mired in lengthy debates on civil liberties and 
economic progress threats. The exceptionally rapid implementation of the 
cyber command model by the United States has broken the allies’ collec-
tive cognitive logjam. Now, whether or not senior leaders agree in principal 
with the solution, they are discussing new organizations and responses for 
repelling a threat capable of existential damage; not just burglary or theft, 
but massive undermining of the economic health of the state. The develop-
ments of the Confiker worm, widening ravages of international cyber 
crime, and lastly the unsettling discovery of Stuxnet and its success in a 
critical infrastructure have sparked a strong new interest in the US model, 
at least as an alternative. 

Becoming more widely accepted is a growing national need to consoli-
date the efforts of the state for protection against an extraordinarily com-
plex set of possible hidden, lightening fast, and massive threat avenues. It 
occurred to every successful medieval leader that one needs moats, walls, 
watch towers, and guards, but also one must have rapid-reaction horse- 
and/or ship-mounted units to keep the worst attackers far from the capital. 
A national unit blending all those age-old functions in cyberspace be-
comes a logical consideration.52 Within a year of constructing two distinct 
units for cyber security—one at the Cabinet level—the change of British 
government in 2010 resulted in a stronger link between these units and 
budget increases for cyber. Furthermore, the new government declared 
cyber threats to be a top-tier national security issue.53 

Similarly, in late 2008, France published the first defense white paper 
since 1994 and not only added the concept of whole-nation security but 
also elevated cyber security to one of four key national threats. The mis-
sion was to create an institution capable of guiding the other agencies in 
protecting the entire nation’s national cyberspace. In the process a small, 
formerly secretive organization has become its central and publicly dis-
cussed Agency for National Information Security (ANSSI). Over the 
course of its first year of existence, 2009–10, the organization has helped 
research and justify legislation to allow further central control of defensive 
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and, if necessary, offensive national cyber means.54 Other nations, especially 
those with limited cyber resources such as the Baltic States, are notably 
pushing strongly for NATO as a military organization to be designated as 
guarantor of their national cyber security, especially if cybered means ac-
company physical assaults to undermine the nation’s resilience.55 

Third, by making US Cyber Command across rather than separate from 
the four military services, the new organization carries within it the seeds 
of its future elevation in importance for the nation. As concepts for repel-
ling attacks aimed beyond military forces at the heart of the United States 
have begun to coalesce politically, critical practical decisions will be made 
about where the tripwires are to be virtually drawn and maintained. The 
model does not make a small unit that simply supports other government 
actors in the military. Rather, its size, prominence, and position atop sub-
ordinate service-only cyber commands reinforce the universality and pos-
sibly existential importance of the task to the whole nation beyond the  
.mil community. All the services are involved, and all of them are required 
to contribute to a coordinated national response to a major event involving 
US military elements. Only a few threats––such as nuclear war and 
terrorism––have forced such rapid, unequivocally collective and ubiquitous 
responses beyond traditional physical domains of land, air, sea, and space. 

Recently, a memorandum of agreement between the US Department of 
Defense and the Department of Homeland Security (the lead agency for 
national cyber defense for government agencies and critical infrastructure) 
formally initiated a process for the DoD to aid the DHS in the event of 
cyber-related catastrophes. The memorandum clearly invoked the direc-
tion of the support from the cyber-saavy DoD (read NSA and US Cyber 
Command) to the cyber-responsible but overwhelmed DHS.56 In this, 
another step is taken toward a national notion of a cyber territory to be 
defended, a virtual space involving the whole of the society. The terms of 
crossing over from border and outward duties for the military to inward, 
more-domestic missions as a function of an anticipated cas extremis under-
scores both the importance and the need to have identified the border itself 
to regulate these agreements.

Fourth, the offensive operations mission of any cyber command work-
ing for a democracy underscores the need for other democracies to estab-
lish their own borders in cyberspace to demand noninterference in prac-
tice as well as de jure. The US Cyber Command model leaves unanswered 
the question of bad actors operating from within one democracy operat-
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ing outward to harm other democracies. This lack of clarification of the 
precise operational rules of engagement and reach was left unresolved in 
part because the debate on that legal authority alone could have stalled the 
creation of the cyber command and the defense it provides. 

Leaving the debate open to discussion with allies and other democracies 
allows for parsing out the actions of allies, especially in NATO. Experience 
will channel the next range of evolutionary steps for all concerned, but 
there is an unspoken presumption, especially among senior NATO partners, 
that Western democracies in particular are united in wanting security in 
everyone’s cybered systems. Nonetheless, while the United States is un-
likely to see its new cyber command as threatening allies, that benign as-
sessment is not universally shared. Many parties on the left in many Euro-
pean states are routinely concerned, with good historical reasons, about 
the concentration of power in government hands. For example, Germany 
is creating a centralized cyber-crime facility that would support de facto if 
not de jure an emerging all-source cyber-crime service. The facility will be 
built, but the unified analysis seen as key will not occur among permanent 
cadre due to Green Party politicians’ fears of concentrated data on citizen 
actions being in the hands of the federal government. As a result, the facility 
will be more of a repository that individual agencies may consult as needed. 
The deliberate dispersal of organizational interaction defeats the concept 
intrinsic to an organization such as US Cyber Command or, for that matter, 
a centralized cyber security operations center (CSOC) as set up in the 
UK.57 This fear, however historically justified and currently endorsed, is 
more likely to view the US development of a virtual border with skepti-
cism and some concern with the extent that a military cyber command is 
attached. In particular, they are likely to be more interested in a border in 
cyberspace for their own nation to have the ability, if necessary, to con-
strain US government actions in cybered preemption that are anticipated 
to harm European citizens.58 

At the end of the day, both friends and enemies will be further incentiv-
ized to consider their own ability to demarcate in boundaries and defend 
in institutions their own national slice of cyberspace.59 Creating US Cyber 
Command is only one mark of transformation, but it further accelerates 
the state-level interest in acquiring greater control of the uncertainties of 
the rapidly declining cyberspace frontier. This transformation is not only 
natural for the new cybered conflict age, it may be desirable for a future 
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civil global society still interconnected but with international rules guid-
ing interactions.

Resuscitation of International 
Relations Theory and History

With the establishment of borders in cyberspace, everything we know 
about deterrence, wars, conflict, international norms, and security will 
make sense again as practical and historical guides to state actions and 
deliberations. With a border in and enforced by technological means, also 
essential will be the means to monitor who is electronically crossing the 
line in the virtual sand and whether that passage of bytes is permitted by 
national law, either criminal, civil, or national security. These means will 
have to be maintained and adapted to emerging new threats. These mech-
anisms will be a combination of encryption, unique machine/user identi-
fiers centrally controlled, and local hardware-human “bio”-metrics. No 
more would the near-Herculean task of tracking bad cyber actors on a 
massive scale hinder a normal civil society’s desire for a functioning mech-
anism to deter that source of harm. A border in cyberspace necessarily 
presumes some form of verifiable and current originating data for every-
thing trying to pass into the nation, from bytes to malware to phishing or 
mass assaults. The nature of connectivity and emergence of other states 
means bad data which comes from someplace will necessarily come from 
some territory of some state with overarching responsibility for allowing 
such transmissions to continue. No longer can a state claim it is not har-
boring those attacking every .mil address in the United States while en-
couraging their internal development of “patriotic” hacking skills and a 
blind eye to those who hack outwardly only.60 

In the bordered future world of digitized states, actual hot war will also 
be forced into expressions that can be recognized. Cross-border attacks 
will be regarded as such, even if largely cybered in their characteristics. If 
the sponsoring state refuses to stop the attacks or to allow the defending 
state to reach inside its territory to stop them, then the sponsoring state 
can be presumed to support them. Conditions much like the onset of war 
can then be said to exist. Wars albeit cybered will have all the pieces we 
have seen over the course of centuries, to include tensions, collateral dam-
age, revenge myths, and arms races. We will deal with war as well as its 
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phases in warmth, cooling, and even termination en route to civil or at 
least calm relations as well as we were likely to do without the Internet. 

It is not clear what alternatives exist in any case. It is far from clear that 
global civil society was enhanced in the world’s poor or floundering regions 
by freewheeling access to every human pathology allowed by the two decades 
of the Internet. Those who benefited from the looseness already had a civil 
society in their national democracies and standards of decent behavior 
plus social norms on predatory behavior. Nor was the civil society goal of 
fairness and stable international development advanced by the wholesale 
secret extraction of technological advantage by one large mercantilist nation 
in particular pilfering massively and widely the industrial hard drives of 
other more-advanced nations. Those states whose firms and societies paid 
for the research and development have lost competitive advantage across 
their economies not only in jobs but also in basic resources on which to 
build future technological advantages. The communities of love and tolera-
tion envisioned by Rheingold in the 1990s did not flower save in small 
middle/upper–class educated communities; even social networking sites 
quickly developed predators, cyber bullys, and stalking. Today, even the 
original uptopian social chat site, “the Well,” refuses anonymity.61 It seems 
communities of hate, exploitation, and fraud grow as fast, if not faster, 
than the open, sharing, and enhancing virtual societies.62 

With the rise of a national interest in protecting their own cyber turf, 
international norms will be negotiated state by state, region by region, 
coalition by coalition, and international regime by international regime. 
Cyberspace is man-made, and its commons-like characteristics can be ne-
gotiated across borders just like food production and safety, trade subsi-
dies and streams, banking reserves and credibility, and even whaling. Life 
on, around, and through the virtual borders will be as turbulent, semi-
stable, and prone to smugglers, free riders, would-be upstarts, and annoy-
ances as the physical borders are now in harbors, airports, land crossings, 
and maritime lines of control. According to British prime minister Gordon 
Brown in 2009, “Just as in the 19th century we had to secure the seas for 
our national safety and prosperity, and in the 20th century we had to secure 
the air, in the 21st century we also have to secure our position in cyberspace 
in order to give people and businesses the confidence they need to operate 
safely there.”63 

Many unique concerns of key nations will continue as well, perhaps 
easier to pursue when national cyber borders are consensed upon. For 
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example, one would expect no change in Germany’s demand for national 
cultural reasons to close its ports to neo-Nazis and chase smuggled peer-
to-peer Internet sites that encourage attacks on brown-skinned people, 
just as Saudi Arabia will close off pictures of women in positions of power 
and chase P2P porn sites and dissidents internally. The Chinese bureaucracy 
will refuse to agree to international constraints on its national right to 
execute addicted online game fanatics who commit crimes and jail those 
who smuggled pictures of the Dalai Lama or a real CNN headline inter-
nally. Tunisia and Libya will simply not talk about their internal controls 
and demand the usual physical rights to do technologically what they will. 
Status quo pro ante will adapt to the emerging topology across the 
globally connected socio-technical world.

 Today, the United States has declared cyber threats to be at the top 
ranks of national security concerns, created a new major military unit, and 
moved along a multitude of fronts to shore up its own national ability to 
forestall destructive cybered cascades operating from cybered means. But 
normalcy also requires recognition of the international community’s role 
in reducing interstate cybered threat just as borders may rise to protect a 
particular state. If attackers are limited by borders in the number of states 
they can attack at once using cybered means in their operations, they are 
forced to forage for weaker national structures or concentrate their re-
sources on their main objectives. More states will be unaffected by mass 
attacks and will be able to develop essential internal and collective regional 
resilience to the surprise attack that the sheer complexity of cyberspace 
inevitably allows.64 The more unaffected states there are who are also al-
lies, the more likely these unaffected states will have the resources to offer 
mutual support to defending states. 

Finally, the United Nations as an international forum negotiates between 
states whose roles, responsibilities, and territories are established. Its agen-
cies and commissions will provide mechanisms for nations to quietly and 
practically cooperate even if they publicly are at odds. When cyberspace 
becomes a more normalized international system for modern states, one 
might see cyber ambassadors at UN agencies or cyber attachés at embassies 
to physically and rapidly calm crises or to coordinate responses if cyber systems 
are under assault.65 Rules of conflict resolution and acceptable cybered civil 
society engagement are collectively, not individually, developed and en-
forced. When states are cybered entities with sovereign boundaries and can 
represent and defend themselves in the face of cybered conflicts, a relatively 
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less predatory and chaotic era of cybered states and rule regimes is likely as the 
globe continues its relentless digitization across all facets of human society. 

Conclusion
In the near future, states will delineate the formerly ungoverned or chaotic 

cybersphere by formal agreement. In the new cyber–Westphalian process, 
digital regions complete with borders, boundaries, and frontiers that are 
accepted by all states will inevitably emerge. The rising virtual mirroring 
of what has been painfully carved out in the concrete world is not all that 
undesirable for societal stability, economic returns, and international security. 
Individuals, a wide variety of social organizations, and, certainly, most 
forms of commerce thrive on order and regularity. In the material world, 
we know how to handle cross-border wars and attacks in ways that we 
struggle nearly in vain to handle cross-border embedded, grey threats 
masked by the density of modern processes. In the cybersphere, borders 
will emerge internally within nations as well as externally as the usual 
commercial and personal security bulwarks against free riders and thieves. 
Once the borders have emerged, police and national laws will hold sway 
as they do today in the modern nation-state. However, in much the same 
way as they operate today in the physical world, attacks across borders will 
become state responsibilities, whether or not the state approves or guides 
the attacks. 

As the process emerges from inklings to the self-evident, the implica-
tions of pulling cyberspace back into the known world of international 
relations are profound. Today a rough consensus is emerging that some-
thing about the frontier nature of the web has to be regulated, either by 
individual states or by enforceable international regimes. But until the last 
few years and the dramatic success of the Stuxnet attack, the debate was as 
much about an international regime as it was about a nation-by-nation 
response. The international regime approach, however, is fraught with 
time and attribution difficulties. Not only can such a regime take decades 
to build, enforcing it as the web stands today will require the very thing 
current topology of the web does not offer—a way to verify the identity of 
(and therefore sanction) the violator. The result is, wittingly or unwittingly, 
individual states have started down the path on their own toward control-
ling the way the web affects their citizens, organizations, and critical ele-
ments of the society. The transition, of course, still lies ahead. 
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Retaliatory Deterrence in Cyberspace

Eric Sterner

The view that deterrence is of little value in securing the nation’s infor-
mation infrastructure is based on a Cold War model of strategic nuclear 
deterrence. If one examines other approaches to preventing attack, however, 
deterrence may make significant contributions to US security in cyberspace. 
Success, however, will require a new mind-set and changed expectations.

Deterrence is ingrained in US national security posture. It dominated 
Cold War debates and thinking about preventing Soviet aggression against 
vital US national interests. The lack of a direct US–Soviet war seemed to 
confirm its utility. Indeed, with the collapse of Soviet communism, deter-
rence advocates continued to proclaim its primary value in preventing 
aggression by lesser threats. In 1996, then-secretary of defense William 
Perry asserted, “And if these powers [rogue states] should ever pose a 
threat, our ability to retaliate with an overwhelming nuclear response will 
serve as a deterrent. Deterrence has protected us from the established nu-
clear arsenals for decades, and it will continue to protect us.”1 Yet, more 
than two decades into the information age, US policymakers are still 
working through its applicability in cyberspace. This article first examines 
cyber vulnerabilities then moves to cyberdeterrence alternatives. Finally it 
proposes a cyberdeterrent posture and policy. 

Cyberspace:  Vulnerabilities and Conflict
For the better part of two decades, analysts have recognized, and feared, 

the new national vulnerabilities that the information revolution created 
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for the United States. In 1991, a landmark National Research Council 
(NRC) study concluded:

We are at risk. Increasingly, America depends on computers. They control power 
delivery, communications, aviation, and financial services. They are used to store 
vital information, from medical records to business plans to criminal records. 
Although we trust them, they are vulnerable—to the effects of poor design and 
insufficient quality control, to accident, and perhaps most alarmingly, to deliber-
ate attack. The modern thief can steal more with a computer than with a gun. 
Tomorrow’s terrorist may be able to do more damage with a keyboard than with 
a bomb.2

If anything, the NRC underestimated the scope of the vulnerability. Com-
puters and the networks that link them have only become more crucial to 
the functions of a twenty-first-century economy. Systemic infrastructure 
failures have already been attributed to problems in information networks. 
The Commission to Assess the Threat to the United States from Electro-
magnetic Pulse (EMP) Attack began life to examine a unique kind of 
nuclear effect. In doing so, it identified a common vulnerability across 
multiple national infrastructures, namely the proliferation and integration 
of systems controlled by networked computer chips through the use of 
embedded supervisory control and data acquisition (SCADA) systems, 
digital control systems (DCS), and programmable logic controller (PLC) 
systems.3 All are vulnerable to electromagnetic pulse in one way or an-
other. More importantly, they represent nodes in cyberspace (not all net-
works are connected to one another, but the trend is toward greater inter-
connectivity). Collectively, they represent a massive national vulnerability.

As the NRC predicted, malicious actors ranging from criminals and 
miscreants to terrorists and nation-states have exploited cyberspace vul-
nerability for a wide range of purposes. Attacks on commercial systems are 
a daily occurrence, and it is rare for more than a few days to pass before 
some company announces it has been attacked. Of late, Google and the 
instant messaging service Twitter are among the most well-known victims, 
but their stories are common.4 A recent survey by the security firm Sy-
mantec found that 75 percent of corporate respondents had been attacked 
in the prior 12 months, and 41 percent of those attacks had been some-
what or highly effective. One hundred percent of respondents admitted to 
experiencing cyber losses in 2009.5 One estimate puts 2008 global losses 
from cyber crime at $1 trillion.6 

There is a temptation to view such activities as private matters, more 
suitable for law enforcement than national security. After all, the victims 
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are commercial entities, and the losses inflicted are nominally private 
losses. Gross damage to a private entity may be comparable to operating 
in a known flood plain, hurricane zone, or earthquake-prone area during 
a natural disaster. In other words, attacks and losses are viewed as the “cost 
of doing business.” 

Unfortunately, the vulnerabilities go well beyond simple private losses. 
They have the potential to affect the entire country. Demonstrating the 
vulnerability of critical infrastructure to attacks through cyberspace, the 
US government tested the ability to attack the electrical grid and success-
fully destroyed an electric generator by hacking a replica of a power plant’s 
control systems.7 Press reports suggest that power grids in the United 
States and elsewhere have been penetrated by malicious foreign actors 
who have done real damage, causing blackouts in multiple cities.8 

Indeed, the world is awash in cyber conflicts. At least three high-profile 
international conflicts have been reasonably well- and widely documented: 
the Israeli-Palestinian conflict of 2000, the Russo-Estonian conflict of 
2007, and the Russo-Georgian conflict of 2008.9 These are not isolated 
instances. Cyber attacks for ostensibly political purposes occur routinely. 
They may or may not involve governments. The United States and South 
Korea were both struck almost simultaneously by several waves of cyber 
attacks in the summer of 2009.10 Attacks on Google’s Chinese services 
clearly had political overtones, and Chinese-origin attacks are quite com-
mon around the world.11 There are even signs of ongoing cyber conflicts 
between al-Qaeda and some of its Islamic opponents as well as a sectarian 
cyber conflict in the Persian Gulf.12 

It does not come as a surprise that the United States, as the lone super-
power, would find itself on the receiving end of such attacks. In 2007, the 
Department of Defense identified 43,880 malicious attacks against itself, 
rising to 54,640 in 2008, and 43,785 just through the first half of 2009.13 
The defense secretary’s unclassified e-mail account was breached, and de-
partment officials report hundreds of thousands of cyber probes each day. 
Additionally, in 2007, NASA and the Departments of State, Homeland 
Security, and Commerce all reported major intrusions resulting in lost 
data and interrupted operations.14 

Quite simply, the United States is already engaged in conflict in cyber-
space and has been for years. Gen James Cartwright, then-commander of 
US Strategic Command, testified before the Senate Armed Services Committee:
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However, not unlike the targets of pirates or train robbers of the past, America is 
under widespread attack in cyberspace. Our freedom to use cyberspace is threatened 
by the actions of criminals, terrorists, and nations alike. Each seeks their own 
form of unique advantage, be it financial, political, or military, but together they 
threaten our freedom to embrace the opportunity offered by a globally connected 
and flattened world. The magnitude of cost, in terms of real dollars dedicated to 
defensive measures, lost intellectual capital and fraud cannot be overestimated, 
making these attacks a matter of great national interest. Unlike the air, land and 
sea domains, we lack dominance in cyberspace and could grow increasingly vul-
nerable if we do not fundamentally change how we view this battle-space (em-
phasis added).15 

More recently, the former director of national intelligence, VADM 
Mike McConnell, who also served as director of the National Security 
Agency, stated quite bluntly, “The United States is fighting a cyber-war 
today, and we are losing.”16 

Deterrence and Cyberspace
The United States has responded to cyberspace as a national security 

domain in a variety of ways, primarily through improved defense and 
closer public-private cooperation and coordination. Nevertheless, as fun-
damental as deterrence is in US national security policy, it is not always 
clear how it relates to cyberspace. Many focus on the challenges of pre-
venting attacks on or through cyberspace and are skeptical about the pros-
pects for deterrence to contribute to this goal. 

Their reasons are straightforward. It becomes quickly apparent that tra-
ditional models of deterrence have little relevance to cyberspace. Strategic 
nuclear deterrence theory, for example, largely presumes a stable bipolar 
relationship between nation-states of roughly equal power (made so by the 
possession of nuclear weapons) that share similar expectations and seek to 
avoid nuclear warfare at all costs, as it threatens each state’s supreme interest 
in its own survival. Theoretically, these nation-states possess the perception 
and communication skills needed to manage a crisis successfully and avoid 
the worst possible outcomes. Acknowledging that reality fell well short of 
the abstract concept, Western policymakers sought to promote deterrence 
by addressing shortfalls in these key ingredients through force structure, 
arms control, improved decision making, and better communication 
links. Thus, deterrence was elevated from a tactic in international rela-
tions, to a strategy, to a means of cooperatively managing the superpower 
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relationship.17 The concept was so well enshrined in Western strategic cul-
ture that some scholars even advocated—or at least argued for tolerating—
the modest proliferation of nuclear weapons, whose destructive capabilities 
theoretically leveled the relative power imbalance, induced a particular 
clarity in decision making, and otherwise increased peaceful stability in 
the international system.18

Setting aside powerful critiques of strategic nuclear deterrence, none of 
the elements that purportedly made it successful are present in cyberspace. 
The number of actors possessing nuclear weapons has been historically 
low; only nation-states possessed the wherewithal to develop such capa-
bilities. By contrast, the number of actors in cyberspace is astronomically 
high, growing rapidly, and constantly changing in character, thereby under-
mining stability, communication, and clarity.19 Indeed, one might view cyber 
actors as a threat cloud, constantly evolving and changing shape.

Rather than symmetrical bipolar relationships, cyberspace is governed by a 
potentially infinite number of asymmetrical, multilateral, and bilateral rela-
tionships that are constantly in flux. Stakes, interests, power, and defenses all 
vary, while ambiguity will be prevalent before, during, and after engagements. 

Perhaps the greatest problem encountered when applying strategic de-
terrence models to cyberspace is the difficulty of identifying the challenger 
and appropriate retaliatory targets. This was not a problem in traditional 
models of deterrence, whether nuclear or conventional. Theoretically, an 
attacker’s identity would always be known; only nation-states possessed 
the capability of launching significant military attacks. Actors in cyber-
space, however, are “created” in cyberspace. They may or may not corre-
spond to the creator’s identity in the real world. The legal, political, eco-
nomic, and geographic characteristics that describe an actor in the physical 
world are not constraining in cyberspace. Worse, a cyberspace actor may 
not be persistent. It may be created and exist for the short time necessary 
to launch an attack, only to be quickly discarded after the fact. Thus, if 
one is to retaliate against a cyberspace actor in the physical domain—
where retaliatory options historically lie—by legal, political, economic, or 
military means, one must first establish connections between the cyber-
space actor and his or her physical-world counterpart. For many, this so-
called attribution problem is insurmountable. Also, if the cyber attacker is 
not a nation-state, retaliation may involve impinging on the sovereignty 
of the country in which the cyber attacker is physically located or of the 
country(ies) through which the attack was launched. Thus, retaliation has 



Retaliatory Deterrence in Cyberspace

Strategic Studies Quarterly ♦ Spring 2011 [ 67 ]

a high likelihood of collateral damage. In some cases, a challenger might 
launch an attack simply to provoke retaliation to advance some other po-
litical interest. In such cases, the threat of retaliation might actually invite 
the attack!

Alternatives to Deterrence
Left with few retaliatory options, the defender can only hope to ensure 

that its defenses are better than the challenger’s offenses and take steps to 
manage the risks and consequences of losing the offense-defense interaction. 
Martin Libicki, who thoroughly analyzed cyberdeterrence and found it 
wanting, recommended an approach akin to safety engineering.20 More 
recently, Greg Rattray noted parallels between public health and cyber 
security and suggested drawing from public health risk-management 
models to help secure cyberspace.21 Because cyberspace is not defined na-
tionally, it is necessary to improve its overall resistance to malicious behavior 
and, in so doing, improve the US defense posture. Rattray recommends 
improving partner security capacity and capabilities, engaging and sup-
porting multi-stakeholder international organizations, and encouraging 
network operator groups to play active roles in making systems more re-
sistant to attack. He concludes: “The United States should take lessons 
from public health efforts at national and global levels. Specifically, the 
federal government should support public-private collaboration that en-
ables early warning of new threats, rapid response to contain the spread of 
malware, and long-term commitment to eradicating the malicious activity 
that often thrives in the cyber commons.”22 

Ultimately, resilience and flexibility become key for defense. It abso-
lutely is necessary to improve the resiliency of cyberspace writ large, not to 
mention our own use of it, and our flexibility to deal with attacks—successful 
or otherwise—to improve our posture in an offense-defense interaction. 
Moreover, managing and minimizing the risks and consequences of an 
attack may dissuade some attackers by denying them the object of their 
attack. Deterrence by denial is a well-accepted posture. In the end, risk- 
and consequence-management policies will help allocate resources more 
efficiently than the ad hoc approach used now. In many ways, they will 
remain the main line of security in cyberspace after straightforward de-
fense. Nevertheless, their limitation lies in the fact that they divorce cyber 
security from cyber conflict and the attack from the attacker. 
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Conflict involves interaction between conscious actors, each of which 
behaves in a way intended to defeat the other relative to the stakes of their 
conflict. Each will employ a strategy it thinks will advance its goals. Vi-
ruses, worms, safety flaws, and the like are not willful; they certainly do 
not employ conscious strategies for the purposes of defeating their vic-
tims. Rather, they are merely tools reflecting the intent and capabilities of 
an attacker or the vulnerabilities of a defender.

A risk/consequence–management policy framework pays less attention 
to threats as a function of intent and capability. Therefore, it may blind 
the defense to sudden changes in the nature of the threat, either in terms 
of general attitudes toward the United States or the particular goals and 
stakes of a specific engagement or campaign. It may also create a class of 
malicious behavior for which we are unprepared to hold actors responsible, 
with a new set of tools to employ against US national interests in conjunc-
tion with more traditional geopolitical maneuvers. Separating the attack 
from the intent of the attacker begins to break down the fundamental 
ingredients of a successful campaign. Defense shifts from an interaction 
between belligerents to an interaction of weapons. Of course, one cannot 
prevail in a cyber conflict any more than a conflict in other domains if one 
only thinks about it at this level. 

This is a crucial challenge. Dominant modes of analysis seek to segment 
threats into a variety of categories based on a mix of factors, usually in-
cluding the actor’s physical description (criminal, nation-state, corpora-
tion), motives (criminal, harassment, political, strategic), target, and con-
sequences of the attack.23 Risk management ultimately focuses on the 
highest-risk challenges and may pay less attention to lower-level threats, 
such as criminal activity, or those primarily affecting private persons. Un-
fortunately, ambiguity in cyberspace creates incentives and opportunities 
for one kind of attacker to disguise itself and its motive for an attack. It 
also means that what appears to be one kind of attack may, in fact, be a 
particular tactic in another. For example, states may use front groups to 
assemble botnets which they rent out for criminal activity and use to 
launch distributed denial-of-service attacks as a distraction for something 
more decisive elsewhere. An activist may simply find itself the covert re-
cipient of sufficient government funds to “rent” cyberspace weapons and 
launch harassment attacks. In other words, intentions and capabilities are 
subject to rapid change. Yesterday’s criminal threat is tomorrow’s strategic 
attack. With that in mind, it behooves a defender to pay excruciatingly 
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close attention to such dynamics lest it miss the suddenness with which a 
cyberspace threat to its security might arise. 

Finally, too heavy an emphasis on a risk-management approach largely 
cedes the initiative to a challenger. Because it is focused on reducing vul-
nerabilities and minimizing consequences, it is largely reactive to a specific 
attack or campaign. A conflict typically involves both defense and offense, 
even if the offense is limited to counterattacks. Without imposing the 
consequences of a counterattack—strategic, operational, or tactical—on 
an attacker, the defender is merely taking a beating.

An Alternative Model
The limits of risk management and the offense-defense interaction re-

turn one to the discussion of deterrence. Its perceived limitations, how-
ever, are drawn from analysis of our Cold War experience with strategic 
nuclear warfare. As it turns out, much of this analysis used the wrong de-
terrence model. 

Many treated Cold War strategic deterrence as a binary switch: deter-
rence prevents conflict; if a conflict breaks out, deterrence has failed. In 
2001, Secretary of Defense Donald Rumsfeld restated the point in his 
forward to the Quadrennial Defense Review Report: “The strategy that re-
sults is built around four key goals . . . [including] decisively defeating any 
adversary if deterrence fails.”24 This view may be a relic from theories as-
sociated with nuclear weapons. Taking state survival as paramount, theorists 
concluded that nuclear war was always unacceptable and, therefore, to be 
avoided at all costs. 

As discussed earlier, cyberspace, and American interests in it, are already 
under attack. Conflicts within cyberspace are continual, with relative 
peaks and valleys in the intensity of their connection to politics. A deter-
rence model that focuses on the prevention of armed conflict will thus fall 
short—the conflict is already underway. In the end, it may not be that 
deterrence falls short in cyberspace; merely that the deterrence model 
against which most analysts measure the cyber conflict problem falls short. 

The chairman of the Joint Chiefs of Staff, ADM Michael Mullen, noted 
that US deterrence theory had not appreciably improved in 20 years and 
concluded, “We need a new model for deterrence theory, and we need it 
now. . . . We need to be ready—actually and completely—to deter a wide 
range of new threats. It is not just about cleaning someone else’s clock 
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anymore. We need a new model of deterrence that helps us bring our own 
clock up to speed with the pace and the scope of the challenges of this new 
century.”25 Indeed, more than one model will be necessary. The need is 
particularly acute in cyberspace. 

The role deterrence can play in shaping, containing, or even preventing 
a continuation of ongoing conflict is intuitive but often ignored in analyses 
of deterrence in cyberspace. During Operation Desert Storm, for example, 
US policymakers signaled clearly enough to Iraqi leaders that the United 
States could respond to Iraq’s use of weapons of mass destruction by esca-
lating its war aims to include regime change.26 

More generally, deterrence threats can be used to affect a challenger’s 
choices of means and aims in a conflict. Throughout its history, Israel has 
sought to deter attacks from nonstate actors by changing the nature of its 
conflict with those actors. It countered cross-border Palestinian raids, for 
example, by threatening and conducting retaliatory attacks against Jordan 
and Egypt, each of which had greater reason to fear Israeli retaliatory 
threats and possessed capabilities to threaten and punish Palestinian raiders.27 
In other words, Israel combined threats and actions to change the nature 
of the conflict in an attempt to create a better situation for itself. This “active 
deterrence” reflected a combination of the actual use of force and threats 
of force to achieve its security goals. Doron Almog offers an updated con-
cept, dubbing it “cumulative deterrence.” For him, “cumulative deterrence 
is based on the simultaneous use of threats and military force over the 
course of an extended period of conflict.”28 Israel’s readiness to change the 
strategic dynamic of a conflict if necessary by escalating it horizontally or 
vertically has established a deterrent posture that effectively prevents some 
attacks and contains the dynamics of conflicts within certain boundaries. 
Consequently, Israel is able to wage conflicts on more-favorable terms that 
have the potential to limit the conflict and, ideally, bring peace. Unlike 
nuclear deterrence, which focuses on preventing conflict, these concepts 
revolve around shaping it over time.

Might such a posture be more appropriate for cyberspace? Certainly it 
suggests there is less reason for despair about deterrence than some have 
assumed. Of course it involves changing expectations. Law enforcement 
accepts imperfect deterrence as the nature of the beast rather than dismiss-
ing the concept entirely. The same can be said for cyberspace. Resigned 
admonitions to avoid overwrought strategic metaphors for security in cyber-
space and instead approach threats by ascribing to defense the more pedes-
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trian status of “safety engineering” are well heeded, but they should not 
become an excuse for forgoing deterrent options. Instead, it will be neces-
sary to view cyberspace attackers as thinking beings who engage in some 
form of cost-benefit calculus and then seek to change that estimation in 
their minds. Deterrence in cyberspace will be far from perfect, but it is 
also far from hopeless. 

Toward a Cyberdeterrent Posture and Policy
In moving toward a cyberdeterrent posture, the United States will need 

to change the strategic dynamic of the conflict. It will not be effective 
simply to meet challengers on their terms, at the times and places of their 
choosing. Doing so cedes the initiative, gives them an opportunity to con-
tinually probe and identify vulnerabilities, and enables them in advance to 
lay out lines of retreat from an engagement should the offense-defense 
interaction go badly. 

First and foremost, the United States must retaliate for malicious cyber 
behavior. Today, US officials often consider punishing cyber aggressors 
through domestic law enforcement, largely because those means are readily 
available. Such tools are entirely inadequate. Domestic statutes regarding 
cyber crimes typically: (1) require prosecutors to attribute a monetary 
value to the damage inflicted, which may be irrelevant or inappropriate for 
national security matters; (2) utilize high evidentiary standards associated with 
criminal prosecution and its presumption of innocence; and (3) assume that 
a criminal defendant can be made to stand trial.29 As a practical matter, 
these tests cannot reliably be met in cyber attacks that cross territorial 
boundaries, they are inadequate for dealing with harassing attacks or those 
that share traits with espionage, and they are inappropriate for dealing 
with state-sponsored or state-sanctioned cyberspace attacks. Moreover, 
such retaliation is extraordinarily slow with an extremely low likelihood of 
execution. Indeed, successful prosecutions are still remarkable events, 
largely because they are so rare relative to the scale of attacks. 

Other retaliatory options will be needed. Political, economic, and mili-
tary means must be explored. While usually considered in the context of 
state-to-state relationships, these methods have been used against nonstate 
actors for a variety of purposes, including advancing nonproliferation 
agendas and fighting the global war on terror. In the case of political and 
economic retaliation, the threshold needed to justify imposing sanctions 
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should be lower, usually left to the discretion of the president once he is 
confident that certain conditions have been met. 

Kinetic and cyber retaliation are more problematic, due in part to ques-
tions of proportionality, collateral damage, and attribution. Kinetic mea-
sures may be precise but generally not precise enough to get the NRC’s 
proverbial terrorist-with-a-keyboard without doing considerable collateral 
damage. Moreover, it can be argued that the prospect of taking life in a kinetic 
attack far outweighs the damage one can commit with a cyber attack; that 
is, it is disproportional. Richard Harknett summed up the dilemma:

At its core, deterrence theory rests on the principle of retaliation in kind, where 
the cost inflicted in retaliation will at least match the level of costs associated with 
the offensive attack. If an attack reduces no buildings to rubble and kills no one 
directly, but destroys information, what is the response? We tend to think about 
information as intangible, but the loss of information can have tangible personal, 
institutional, and societal costs. What credibly can be placed at risk that would 
dissuade a state from contemplating such an attack?30

The dilemma is more simply framed as a “bits-for-lives” trade-off, in 
which the value placed on the challenger’s life is always higher than the 
value placed on the defender’s bits. Presumably, the United States values 
lives more than bits, so any retaliatory threats are not credible. Framing 
the dilemma in this manner is too limiting. 

The United States has employed military measures in cases where its 
values, interests, and international prerogatives were at stake but its na-
tional survival was not. In the 1980s, it used force in Grenada and Panama 
because US citizens were threatened. In the 1980s and 1990s, it used force 
against Libya in retaliation for terrorist attacks in Europe; in the Persian 
Gulf to preserve the global flow of oil; in Lebanon, Somalia, and Haiti for 
peacekeeping and humanitarian reasons; and in the Balkans to prevent 
ethnic cleansing. Thus, the threat of force in retaliation for cyber attacks 
that adversely affected vital national interests in some meaningful way 
seems eminently credible, the concern over trading lives for bits notwith-
standing. Certainly, the United States possesses the ability and has dem-
onstrated the will to use force in instances that fall well below the thresh-
old of national survival. Thus, if—and this is a big “if ”—the United States 
can identify an attacker with enough confidence to permit retaliation, 
military options should be available. 

Questions of proportionality go well beyond a lives-for-bits trade-off. 
Traditionally, the concept is drawn from theories of justice, whether in 
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war or the legal system. The punishment should fit the crime, as it were, 
and every military provocation should not necessitate a massive response. 
That said, in and of itself, cyber conflict lies somewhere between the two. 
It may not rise to the level of warfare, but the legal system is often inade-
quate to deal with it as a strategic tool in international relations. Mean-
while, small attacks of modest intent may have immense consequences, 
even perhaps inadvertently, as they propagate through global networks. 
Conversely, massive attacks of aggressive intent may have modest conse-
quences, particularly if they are poorly executed or the target has effec-
tively defended against them and/or taken steps to minimize the damage. 
Thus, concepts of proportionality drawn from other domains are out of 
place. Policymakers will ultimately have to decide what constitutes a pro-
portional response on a virtual case-by-case basis, taking into account a 
variety of factors ranging from the attacker’s intent, consequences of the 
attack, and confidence levels in identifying responsible parties to the stra-
tegic situation, concerns about repeat attacks, and available retaliatory op-
tions. Many of these judgments will have to be incorporated into rules of 
engagement to enable the defenders of cyberspace engaged in the conflict 
to make decisions about counterattacks, just as police and soldiers in the 
field are trusted with judgments about the use of lethal force. 

There appears to be an unwritten assumption that knowing the physical-
world identity of a cyber attacker is a prerequisite to retaliation. This is 
eminently reasonable when one’s primary retaliatory tools were designed 
for attackers in the physical world. But, the challenge of cyberspace—that 
it is not limited by the physical world (even if it does not exist indepen-
dent of the physical world)—also represents an opportunity. Instead of 
trying to fit the square pegs of retaliatory options developed for the physical 
world into the round holes of cyberspace, the United States needs to 
develop and employ policies, doctrine, tools, deterrent models, and rules 
of engagement for cyber retaliation against actors in cyberspace. In other 
words, it needs the ability to retaliate against cyber attackers without nec-
essarily knowing who they are in the physical domain.

The challenge of identifying retaliatory targets remains. Attribution, 
however, is not an insurmountable problem. Many factors come into play. 
First, technical tools for identifying sources of cyber aggression are con-
stantly improving. In studying an attack or the creation of offensive cyber 
capabilities, it is often possible to identify e-mail accounts, Internet service 
providers, and even servers from which certain kinds of behavior emanate. 
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Joseph Menn recently documented the efforts of a private security expert 
working with British and Russian law enforcement to track the online 
behavior of criminal gangs and defeat their attacks on private web busi-
ness. In particular, he noted the success of nongovernment groups and 
individuals in building thorough profiles of malicious cyber actors, some-
times even tying them to their counterparts in the physical domain.31 Ac-
cording to public reports, researchers identified websites during the Russo-
Georgian cyber conflict of 2008 hosting downloadable “weapons,” traced 
activities to computers known to be controlled by Russian organized 
crime, and linked related Internet traffic to servers controlled by Russian 
telecommunications firms.32 Islamist websites contain instructions and 
links to means of cyber attack.33 One such site, Al-jinan.org, offered 
downloadable software to attack a preapproved list of Internet protocol 
addresses and a simple Windows interface that enables the visitors to 
conduct attacks at their leisure, based in part on the speed of their con-
nection to the Internet.34 Some ostensibly legitimate businesses are even 
selling “hacks” and other software vulnerabilities to the highest bidder.35 
In short, in some significant cases it is possible to identify specific sources 
of cyber attack. 

Secondly, strategic context matters. The Russo-Estonian cyber conflict 
did not occur in a vacuum but in the context of an ethnic dispute inside 
Estonia, to which Russia became a party. Similarly, the Russo-Georgian 
cyber conflict occurred against the backdrop of a physical invasion of the 
latter. This is not to suggest that an underlying strategic situation will de-
finitively identify an attacker. Indeed, criminals may be motivated to take 
advantage of international crises; states engaged in a type of attrition cyber 
attack may engage in most activity at relatively peaceful times so as not to 
exacerbate a political conflict; and, third parties may well seek to disguise 
their activities to create a political crisis between two other parties. Never-
theless, policymakers should consider the strategic situation both in as-
sessing an attack and executing retaliatory options. That context will con-
tribute to confidence levels in attributing an attack and selecting a 
particular means of punishing an aggressor.

Thirdly, the United States can hold third parties accountable commen-
surate with their role in enabling or allowing cyber attacks that do it harm. 
Unlike other conflict domains (sea, air, land, and space), cyberspace is a 
created medium. Someone owns the servers, nodes, transmission lines, and 
infrastructure that create cyberspace and enable it to function. Arguably, 



Retaliatory Deterrence in Cyberspace

Strategic Studies Quarterly ♦ Spring 2011 [ 75 ]

today we have established a norm of irresponsibility that holds these owners 
and creators harmless for third-party damages done by, with, or through 
the things they create. Establishing a deterrent will require defenders to 
put cyberspace creators on notice that they will be held accountable for 
use of their creation. Such an approach need not be always adversarial. 
More often than not, the interests of the government in deterring attacks 
will coincide with the interests of cyberspace creators in preserving the 
value and utility of their creation. For example, in 2008, while investigat-
ing a web-hosting firm engaged in suspicious activity, reporters from the 
Washington Post approached the enterprise running the server farm on 
which the hosting company had based its business. Shortly thereafter, the 
server farm disconnected the web-hosting company from its servers, and 
security experts noted a significant drop in global spam activity.36 Should 
cooperative efforts fail, however, escalating horizontally to the creators of 
cyberspace will change their interests such that they use the leverage they 
have over the users of their infrastructure to constrain attacks. 

The United States might start down this path by putting cyberspace ac-
tors on notice that it will hold them accountable for how their creation is 
used, perhaps by creating blacklists of bad actors who consistently tolerate 
malicious cyber attacks over or through their infrastructure. Persistent tol-
eration of such attacks may become sufficient grounds for some form of 
retaliation by political, economic, cyber, or kinetic means. 

It will be tempting to draw “redlines” and clarify what kinds of mali-
cious behavior one is attempting to deter. One might understandably fo-
cus on deterring some sort of cyber Pearl Harbor or other nightmare sce-
nario that involves widespread economic damage. Of course, clear redlines 
signal that malicious activity falling below that threshold is of less con-
cern, inviting attackers to continue their efforts there. Rather than draw-
ing specific redlines, the United States needs to consider a range of retalia-
tory options to use against a range of threats that it may not be able to 
rank hierarchically, given the speed with which threats might change. 
Thus, cyber attacks should be no more tolerable than major attacks on 
strategic infrastructure. Neither gets a “pass,” as it were. If there is a paral-
lel in the physical domain, the concept of “broken window” law enforce-
ment comes to mind. By stopping small infractions, one creates a cumula-
tive effect that deters bad actors from escalating to more serious behavior.37

Over time, a commitment to retaliation for cyber attacks by a variety of 
means (political, economic, military, or cyber) and a willingness to hold 
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cyberspace creators accountable for their role in permitting or enabling 
attacks will create a deterrent posture. By no means will the United States 
be able to retaliate for every attack, but visible retaliation will create risk 
for potential attackers, affecting their cost-benefit analysis. Those cyber-
space actors contemplating attacks on the United States will have to con-
sider the potential punishment that such an attack might invite. Similarly, 
those who own and maintain the infrastructure of cyberspace will have to 
weigh the risks of allowing their infrastructure to be used at will by various 
cyberspace attackers. Presumably, at least a portion of them will improve 
their situational awareness and be more accommodating to cyberspace 
defenders, lest they become retaliatory targets themselves.

The United States cannot adopt such a posture tomorrow or simply 
through declaratory statements. It will require sophisticated rules of en-
gagement, careful mapping of global cyber networks to better anticipate 
secondary or tertiary consequences, accelerated development of advanced 
forensic tools, and improved retaliatory capabilities, ranging from cyber 
weapons and limited war plans to presidential sanction authority and in-
ternational cooperation to identify cyber attackers and the legal means of 
punishing them. Careful study of the potential unintended consequences 
will be necessary. Finally, it will take a series of visible retaliatory actions—
political, economic, military, and cyber—over time to create a reasonable, 
if not certain, expectation of the risk of punishment for potential attackers. 
These specific measures go well beyond the scope of this article. Moreover, 
developing these tools may take years, while the cyber threat is here now. 

Conclusion
Conflict in cyberspace does not fall squarely within the bounds of law 

enforcement or traditional warfare. As a unique environment with unique 
actors, power distributions, and interests, it represents something else en-
tirely. With that in mind, it is necessary to develop new intellectual frame-
works for understanding cyber conflict and securing US interests. Simply 
importing concepts and thought processes from other domains will prove 
entirely inadequate. Strategic nuclear deterrence is unique to a nuclear 
environment; indeed, it may well be unique to the Cold War.38 It does not 
represent a useful posture for cyberspace. That does not mean deterrence 
has no value. A more forward-leaning posture that incorporates the realities 
of cyberspace is necessary.
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To be sure, the deterrent posture laid out herein may be controversial. 
It should be. An immense amount of study, analysis, and additional work 
is needed to understand the dynamics of cyber conflict, how different re-
taliatory options might affect attackers, the most useful means of holding 
an attack’s enablers accountable, escalatory ladders, authorities, roles, and 
missions. Moreover, Americans are reluctant to escalate conflicts vertically 
or horizontally. Although the United States has done so in the past, hold-
ing third parties responsible for their toleration or enabling of bad actors 
adds risk to any given conflict. Nevertheless, the alternatives are insufficient. 
Risk management, consequence management, and the offense-defense inter-
action create a policymaking framework that may cede the initiative to 
attackers. Given the stakes involved for the United States, policymakers 
must explore all measures available to improve US security. Deterrence in 
cyberspace will not become a first, second, or even third line of defense. 
Risk and consequence management and the improvement of defenses at 
the point of attack are likely to long dominate US security in cyberspace. 
But, deterrence may yet contribute to security by helping contain the se-
verity and frequency of attacks and focusing attention on cyber conflict as 
the interaction of conscious actors whose decision-making processes can 
be influenced. 
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Perspectives for Cyber Strategists 
on Law for Cyberwar

Charles J. Dunlap Jr., Major General, USAF, Retired

The proliferation of martial rhetoric in connection with the release 
of thousands of pages of sensitive government documents by the WikiLeaks 
organization underlines how easily words that have legal meanings can be 
indiscriminately applied to cyber events in ways that can confuse decision 
makers and strategists alike.1 The WikiLeaks phenomenon is but the latest 
in a series of recent cyber-related incidents––ranging from cyber crises in 
Estonia and Georgia2 to reports of the Stuxnet cyberworm allegedly in-
fecting Iranian computers3––that have contributed to a growing percep-
tion that “cyberwar” is inevitable, if not already underway.4 

All of this generates a range of legal questions, with popular wisdom 
being that the law is inadequate or lacking entirely. Lt Gen Keith B. Alexander, 
the first commander of US Cyber Command, told Congress at his April 
2010 confirmation hearings that there was a “mismatch between our tech-
nical capabilities to conduct operations and the governing laws and poli-
cies.”5 Likewise, Jeffrey Addicott, a highly respected cyber-law authority, 
asserts that “international laws associated with the use of force are woe-
fully inadequate in terms of addressing the threat of cyberwarfare.”6

This article takes a somewhat different tact concerning the ability of the 
law of armed conflict (LOAC) to address cyber issues.7 Specifically, it argues 
that while there is certainly room for improvement in some areas, the basic 
tenets of LOAC are sufficient to address the most important issues of cyber-
war. Among other things, this article contends that very often the real 
difficulty with respect to the law and cyberwar is not any lack of “law,” per se, 
but rather in the complexities that arise in determining the necessary facts 
which must be applied to the law to render legal judgments. 
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That is not to say that applying the facts—such as they may be discern-
able in cyber situations—to a given legal principle is anything but a diffi-
cult task. Yet doing so has a direct analogy to the central conundrum faced 
by military decision makers fighting in more traditional battlespaces—
that is, the need to make quick decisions based on imperfect data. Because 
of the inherent fog of war,8 commanders gamely accept a degree of uncer-
tainty in the legal advice they receive, just as they tolerate ambiguity in-
herent in other inputs. Too often it seems as if cyber strategists, schooled 
in the explicit verities of science, expect a level of assurance in legal matters 
rivaling mathematical equations. All law, but especially LOAC, necessarily 
involves subjectivity implicit in human reasoning that may be troubling to 
those of a technical mind-set accustomed to the precision that their academic 
discipline so often grants. 

This article will not provide cyber strategists with “cookbook” solutions 
to all the permutations of every legal dilemma cyberwar could produce. 
Instead it offers some broad legal considerations to facilitate thinking 
about the role of LOAC in cyberwar and suggests cautions for the military 
cyber strategist in the future. 

Perspectives on the law are expressed here as definitively as possible to 
counter complaints about indecisiveness of legal analysis. The author 
chose among differing and even conflicting legal interpretations and theories, 
and readers should understand that positions in this writing may be dis-
puted by other legal experts. Accordingly, cyber strategists must always 
seek the advice of legal counsel for guidance in specific situations, espe-
cially as law and policy evolve. 

Cybersizing LOAC
Discomfort among cyber strategists relying on existing LOAC norms is 

understandable. After all, most of the international agreements and prac-
tices of nation-states that comprise LOAC predate the cyber era. Indeed, 
many observers believe the need for a new legal regime designed for cyber-
war is urgent.9 Cyber expert Bruce Schneier warns that time is running 
out to put in place a cyber treaty that could, he advocates, “stipulate a no 
first use policy, outlaw unaimed weapons, or mandate weapons that self-
destruct at the end of hostilities.”10

However, to paraphrase former Secretary of Defense Donald Rumsfeld, 
you go to war with the LOAC you have, not the LOAC you may want. 
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While agreements that might expedite cyber-law enforcement efforts are 
possible, it is not likely that any new international treaty governing cyber-
war or cyber weaponry will be forthcoming in the foreseeable future. To 
begin with, the utility of such treaties is checkered at best. Although most 
people cheer international treaties that have banned chemical and bio-
logical weapons, some experts see them as unintentionally inhibiting the 
development of nonlethal and low-lethality weaponry.11 More generally, 
pundit Charles Krauthammer gives this scorching analysis: “From the naval 
treaties of the 1920s to his day, arms control has oscillated between mere 
symbolism at its best to major harm at its worst, with general uselessness 
being the norm. The reason is obvious. The problem is never the weapon; 
it is the nature of the regime controlling the weapon.”12

The Obama administration also seems guarded with respect to cyber 
arms agreements. Writing in a recent issue of Foreign Affairs, Deputy Secre-
tary of Defense William Lynn observed that “traditional arms control agree-
ments would likely fail to deter cyberattacks because of the challenges of 
attribution which make the verification of compliance almost impossible.”13

Even more substantively, nations may perceive the goals of any cyber 
treaty differently. For example, the Russians have long proposed an inter-
national cyber agreement (although couched in terms aimed at “informa-
tion warfare”).14 However, journalist Tom Gjelten warns that “democracies 
have reason to proceed cautiously in this area, precisely because of differ-
ences in the way cyber ‘attacks’ are being defined in international forums.” 
The Russians and others see “ideological aggression” as a key cyberwar evil 
and appear to be seeking an agreement that assists government censorship 
of the Internet and bans outside countries from supporting the cyber efforts 
of dissidents.15 

Gjelten notes that at a 2009 meeting to discuss the Russian proposals, 
the “U.S. delegation declared that existing international law could theo-
retically be applied to cyber conflict and that the United States would 
support the establishment of ‘norms of behavior’ that like-minded states 
could agree to follow in cyberspace.”16 American cyber strategists, how-
ever, should remain cautious of even that modest initiative. As attractive 
as it may be to have more clarity as to what the international community 
considers, for example, as an “act of war” in cyberspace, once an inter-
national norm is established, it forever after can be a legal impediment. If, 
as Gjelten argues, the United States has the most advanced cyberwar capability, 
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any new agreement or norm would likely oblige it to “accept deep con-
straints on its use of cyber weapons and techniques.”17

The “Act of  War” Conundrum
As already suggested, of all the legal issues bedeviling cyber strategists, 

the issue of when a cyber event amounts to an act of war seems to capture 
the most interest.18 This is not a new query but one that is critical because 
its resolution can define the options available to decision makers. If it is 
truly “war,” then a response under a national-security legal regime is pos-
sible; if not, then treating the matter as a law enforcement issue is appro-
priate. This is a distinction with a difference.19

A national-security legal regime is one where LOAC largely governs, 
while the law enforcement model essentially employs the jurisprudence of 
criminal law. The former is inclined to think in terms of eliminating 
threats through the use of force; the latter uses force only to contain alleged 
lawbreakers until a judicial forum can determine personal culpability. An 
action legitimately in the realm of national security law may be intolerant 
of any injury and, when hostile intent is perceived, may authorize a strike 
to prevent it from occurring. Law enforcement constructs presume the 
innocence of suspects and endure the losses that forbearance in the name 
of legal process occasionally imposes.

All things being equal, cyber strategists should default to the law en-
forcement modality. This makes practical sense, because many experts see 
cyber crime (as opposed to cyberwar) as the most serious and most com-
mon threat in the cyber domain.20 “Crime,” incidentally, could include 
acts at the behest of a nation-state, such as cyber espionage targeting a 
government or industry. As a general proposition, nondestructive com-
puter methodologies employed for espionage may violate the domestic 
law of the victim nation-state but are not contrary to international law.21

In any event, “act of war” is a political phrase, not a legal term.22 It 
might be said that the United Nations Charter was designed, in essence, 
to ban “war” from the lexicon of nations.23 Article 2 (4) of the Charter 
demands that nations “refrain in their international relations from the 
threat or use of force against the territorial integrity or political indepen-
dence of any state.”24 It sanctions only two exceptions to this prohibition 
on the use of force: (1) when the Security Council authorizes force, and 
(2) when a nation acts in self-defense. As to self-defense, Article 51 says 
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that nothing in the Charter shall “impair the inherent right of individual 
or collective self-defense if an armed attack occurs” against a UN member.25 
It is this self-defense provision that often confounds cyber strategists and 
their lawyers. Why? 

The logic can be confusing. Specifically, Article 2 prohibits all threats 
and uses of “force,” while Article 51 allows the use of force only in response 
to a certain kind of attacking force, specifically, an “armed attack.” Retired 
Air Force colonel turned law professor Michael N. Schmitt notes that “all 
armed attacks are uses of force [within the meaning of Article 2], but not 
all uses of force qualify as armed attacks” that are a prerequisite to an 
armed response.26 Thus, a nation may be the victim of cyber “force” of 
some sort being applied against it but cannot respond in kind because the 
force it suffered did not amount to an armed attack. However, a victim 
state may engage in a number of activities short of the use of force, includ-
ing the unilateral severance of economic and diplomatic relations, civil 
lawsuits, and application to the UN Security Council for further action. 
In appropriate cases, pursuing criminal prosecution is an option.27

Of course, a cyber technique can qualify as an armed attack. Cyber 
methodologies may qualify as “arms” under certain circumstances,28 and 
existing LOAC provisions provide ready analogies for construing their use 
as an “attack.” Specifically, although cyber techniques may not involve 
kinetics, as a matter of law an attack may take place even without a weapon 
that uses them. Protocol I to the Geneva conventions defines attacks to 
mean “acts of violence against an adversary,”29 which is properly inter-
preted to “extend to violent consequences of an attack which does not 
consist of the use of kinetic force.”30 The leading view, therefore, among 
legal experts focuses on the consequences and calls for an effects-based 
analysis of a particular cyber incident to determine whether or not it 
equates to an “armed attack” as understood by Article 51.31 

Schmitt pioneered this approach and offers seven factors to consider in 
making the judgment as to whether a particular cyber event constitutes 
“force” at all: severity, immediacy, directness, invasiveness, measurability, 
presumptive legitimacy, and responsibility.32 It is beyond the scope of this 
article to detail the nuances of each of those factors,33 but it is important 
to understand that in determining whether the cyber activity is severe 
enough to amount to the legal equivalent of an armed attack (as opposed 
to merely a use of some force), the consequences must extend to more 
than mere inconvenience; there must be at least temporary damage of 
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some kind.34 Schmitt points out that the “essence of an ‘armed’ operation 
is the causation, or risk thereof, of death or injury to persons or damage to 
or destruction of property and other tangible objects.”35 

Cyber events that have violent effects are, therefore, typically the legal 
equivalent to armed attacks. To be clear, not all adverse cyber events qualify; 
accordingly, before responding in any way that constitutes a use of force—
to include even actions that do not amount to an armed attack—the 
evidence must show that the effects of the triggering event amount to the 
equivalent of an armed attack. If they do not reach that level, the response 
must be limited to acts like those mentioned above which do not amount 
to a use of force. Dispassionately assessing the consequences of a cyber 
incident to determine their similarity to an armed attack can be difficult, 
as initial impressions of the effects can be wildly inflated. 

Further convoluting the analysis is the fact that not all damaging cyber 
events that seemingly equate to an armed attack may be sufficiently egre-
gious to authorize the use of any kinetic or cyber force in response. Al-
though not involving cyber matters, an opinion of the UN–sanctioned 
International Court of Justice (ICJ) provides some insight. In Nicaragua 
v. U.S., the ICJ seemed to indicate that an armed attack within the mean-
ing of Article 51 did not arise in every case of an armed clash. Rather, the 
ICJ considered the “scale and effects” of the use of force to determine if it 
met the Article 51 requirement.36

As an illustration of inadequate levels of violence, the ICJ cited a “mere 
frontier incident.”37 Although the court did not elaborate on this example, 
the context implies that such an incident would involve some low level of 
violence. While apparently accepting (without using the words) the con-
cept of an effects-based approach, the ICJ nevertheless held that “assis-
tance to rebels in the form of the provision of weapons or logistical or 
other support” was insufficient provocation for an Article 51 response.38 
Such activities may be uses of force prohibited by Article 2 of the UN 
Charter but do not equate to armed attacks so as to permit self-defense 
(Art. 51) actions involving the use of force.

Because not every disturbance sourced in a cyber methodology amounts 
to an armed attack under international law, the Department of Defense 
(DoD) definition of “computer network attack” is not necessarily coter-
minous with what cyber strategists should consider as sufficient to trigger 
a response involving the use of force. Specifically, the DoD characterizes 
attack as actions “taken through the use of computer networks to disrupt, 



Perspectives for Cyber Strategists on Law for Cyberwar

Strategic Studies Quarterly ♦ Spring 2011 [ 87 ]

deny, degrade, or destroy information resident in computers and com-
puter networks, or the computers and networks themselves.” Quite obvi-
ously, this definition takes no cognizance of “scale and effects” and would, 
therefore, encompass events that are the legal equivalent—in the cyber 
world—of the “mere frontier incidents” that the ICJ found did not permit 
an Article 51 response.

The principle of self-defense is also complicated by the issue of anticipa-
tory or “preemptive” self-defense. This is important to cyber strategists as 
cyber weaponry can be employed rapidly and, once a cyber strike is under-
way, can be difficult to counter or contain. Nevertheless, many nations 
claim that bona fide self-defense actions can only be taken after an armed 
attack, not before.39 However, the United States and some other countries 
insist that it permits the use of force before suffering actual injury; that is, 
taking a self-defense action that anticipates and deflects the blow or other-
wise preempts an aggressor’s ability to take the proverbial “first shot.” So 
long as the response was proportional to the threat posed, the act is lawful. 

 Classic anticipatory self-defense theory requires evidence that a specific 
attack is imminent; that is, about to occur. However, American University 
law professor Kenneth Andersen argues that since at least 1980,

[the United States] has taken the position that imminence can be shown by a pat-
tern of activity and threat that show the intentions of actors. This can satisfy im-
minence whether or not those intentions are about to be acted upon. Even events 
taking place in the past can suffice if the risk is severe enough, and those events 
can include meeting, planning, and plotting. It is not necessarily or only about a 
threatened specific event, but about a group or a threat in some broader way. This 
is sometimes called “active self defense.”40

This may be attractive to some cyber strategists who want a legal basis 
to take defensive actions that amount to a use of force against suspicious 
threats. However, disaggregating intent from capability could have un-
intended consequences. For example, it may behoove cyber strategists to 
avoid embracing a legal interpretation that would categorize the nondestructive 
insertion of a cyber capability into the computer system of another nation 
as either a use of force or an armed attack. The better view today would be 
that such activities—without an accompanying intent for imminent action—
would not be uses of force, so long as the cyber capability lies dormant. 

In interpreting self-defense under Article 51, cyber strategists should 
keep in mind that the UN Charter governs relations between nation-states, 
not individuals. The DoD general counsel opines that when “individuals carry 
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out malicious [cyber] acts for private purposes, the aggrieved state does 
not generally have the right to use force in self-defense.”41 To do so ordi-
narily requires some indicia of effective state control of the cyber actors to 
impute state responsibility.42 

Nevertheless, if the aggrieved nation requests action from the state from 
whose territory the cyber attack was carried out and it becomes evident 
that the state is “unwilling or unable to prevent a recurrence,” actions in 
self-defense are justified.43 This is the rationale to which Harold Koh, legal 
advisor to the State Department, alluded when he spoke about self-
defense in the context of “the willingness and ability of those nation-states 
to suppress the threat the target poses.”44 Of course, the problem of attri-
bution stubbornly permeates every aspect of cyber operations; it is, in-
deed, the “single greatest challenge to the application of the law of armed 
conflict to cyber activity.”45 Essentially, however, this is a technical issue, 
not a legal one. Nonetheless, the identity of the attacker may well deter-
mine if a state of war exists. 

A State of  War?
Even the occurrence of a cyber event that equates to an armed attack 

warranting a lawful self-defense response does not automatically create a 
state of war (or armed conflict).46 The presence—or absence—of a state of 
armed conflict carries significance, because during armed conflict the ac-
tions of belligerents are usually governed by LOAC, not the more-restrictive 
rules applicable to law enforcement situations. In determining the exis-
tence of a state of war, we look to traditional definitions, the clearest of 
which is offered by scholar Yoram Dinstein, who describes it as:

[A] hostile interaction between two or more States, either in a technical or in a 
material sense. War in the technical sense is a formal status produced by a declara-
tion of war. War in the material sense is generated by actual use of armed force, 
which must be comprehensive on the part of at least one party to the conflict.47

For cyber strategists, the words “States,” “armed force,” and “compre-
hensive” are key because they help distinguish the actions of criminals or 
cyber vandals from the persistent and comprehensive cyber attacks equating 
to armed force that increasingly appear to be only within the capability of 
nation-states. As a matter of legal interpretation, nation-states do not wage 
war against criminals; rather, they conduct law enforcement operations 
against them. As Schmitt notes, “Cyber violence of any intensity engaged 
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in by isolated individuals or by unorganized mobs, even if directed against 
a government,” does not create an armed conflict within the meaning of 
the Geneva conventions.48 

That said, certain nonstate adversaries can make themselves subject to 
much the same LOAC regime as a conventional state (albeit without some 
of the privileges to which a nation-state combatant is entitled). Jamie Wil-
liamson, legal counsel to the International Committee of the Red Cross 
(ICRC), acknowledges that nonstate actors organized into armed groups 
can constitute “the armed forces of a nonstate party.”49 In accord is Koh’s 
declaration that “as a matter of international law, the United States is in an 
armed conflict with al-Qaeda,” which he characterizes as an “organized 
terrorist enemy.”50 And this same reasoning applies to the cyber setting. 
Schmitt observes that “only significantly destructive [cyber] attacks taking 
place over some period of time and conducted by a group that is well-
organized” is sufficient to constitute an internationally recognized armed 
conflict.51 

When a state of armed conflict exists, the “fundamental targeting issues 
are no different in cyber operations as compared to those applicable to 
kinetic targeting.”52 Koh summarizes the most important of these issues: 

First, the principle of distinction, which requires that attacks be limited to mili-
tary objectives and that civilians or civilian objects shall not be the object of the 
attack; and Second, the principle of proportionality, which prohibits attacks that 
may be expected to cause incidental loss of civilian life, injury to civilians, damage 
to civilian objects, or a combination thereof, that would be excessive in relation to 
the concrete and direct military advantage anticipated.53

Regarding the targeting of civilians and civilian objects, it is also true 
that only weaponry (cyber or kinetic) capable of discrimination (i.e., directed 
against legitimate targets) can be used.54 However, cyber strategists should 
know that legitimate targets can include civilian objects—especially those 
having cyber aspects—that have dual military and civilian uses.55 So long 
as the principal of proportionality is observed, these normally can be targeted 
lawfully if they meet the definition of a military objective.56 

In this area particularly, cyber strategists need to distinguish prudent 
targeting from legal mandates. In his confirmation hearings, General Alexander 
said that it “is difficult for me to conceive of an instance where it would be 
appropriate to attack a bank or a financial institution, unless perhaps it 
was being used solely to support enemy military operations.”57 However 
sensible that may be from a policy perspective, cyber strategists should 
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understand that no LOAC rule requires a target that otherwise qualifies as 
a military objective to be used solely to support military operations—it can 
have dual uses.

Of course, there is no such thing as a “dual use” civilian, but civilians 
can be targeted consistent with the principle of distinction under certain 
limited circumstances. Williamson of the ICRC accepts that international 
law permits the targeting of civilians for such time as they “directly partici-
pate in hostilities.” If they are members of an organized armed group of 
nonstate actors, the period of vulnerability may be extended to parallel 
that of the uniformed military of nation-states; that is, they would be sub-
ject to attack virtually at any time or place during an ongoing conflict. 
However, he advises that the ICRC “takes a ‘functional’—not membership—
approach.” So defined, the nonstate “armed force” consists “only of indi-
viduals whose constant function is to take a direct part in hostilities, or, in 
other words, individuals who have a continuous combat function.”58 

In determining what amounts to a “continuous combat function” in the 
cyber context, consider the ICRC illustrations. Its examples of “direct 
participation” by civilians in hostilities include such cyber activities as 
“[i]nterfering electronically with military computer networks (computer 
network attacks) and transmitting tactical targeting intelligence for a specific 
attack.”59 Accordingly, a civilian can be targeted when performing those 
acts, and one who continuously engages in such conduct can be said to 
have a continuous combat function, making that person susceptible to 
attack for as long as that status persists. To anticipate what other cyber 
activities one might reasonably determine to constitute direct involve-
ment in hostilities, it may help for cyber strategists to consider what 
activities of the enemy they would consider so intrinsic to a particular cyber 
process that they would need to target as a matter of military necessity.

As Koh’s remarks suggest, LOAC tolerates “incidental” losses of civilians 
and civilian objects so long as they are “not excessive in relation to the 
concrete and direct military advantage anticipated.” In determining the 
incidental losses, cyber strategists are required to consider those that may 
be reasonably foreseeable to be directly caused by the attack. Assessing 
second- and third-order “reverberating” effects may be a wise policy con-
sideration,60 but it does not appear LOAC currently requires such further 
analysis. Another hurdle for cyber strategists may be the difficulty in pre-
dicting the effect of a given cyber methodology. Absent a suitable cyber 
modeling capability that estimates civilian losses, it is unclear how a decision 
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maker fulfills the legal requirement to weigh those effects against the mili-
tary advantage sought.

LOAC does require that targeteers “do everything feasible” to ensure 
the target is a proper military objective.61 How sure must a cyber strategist 
be? International courts have used the “reasonable commander” standard; 
that is, whether the decision is one that a “reasonably well informed per-
son in the circumstances of the actual perpetrator, making reasonable use 
of the information available to him or her” would have concluded the 
target met the legal standards.62 As to degree of certainty, Schmitt offers a 
“clear and compelling standard” which is “higher than the preponderance 
of evidence . . . standard used in certain civil and administrative proceedings 
and lower than criminal law’s ‘beyond a reasonable doubt’ ” criterion.63

Parenthetically, this discussion of civilians has other implications for 
cyber strategists; that is, who may conduct cyberwar? Generally, only bona 
fide members of the armed forces can wage war with the protection of the 
“combatant privilege.” This means so long as LOAC is otherwise observed, 
military personnel are legally permitted to engage in killing and destruc-
tion in war without fear of prosecution for doing so. Thus, conducting 
cyber activities which have the lethality and destructiveness of traditional 
kinetic weaponry should be reserved to uniformed members of the mili-
tary. As Richard Clark states in Cyberwar, “It will have to be . . . military 
personnel [who] enter the keystrokes to take down enemy systems.”64

In a Washington Post op-ed, LOAC expert (and retired Marine Corps 
judge advocate) Gary Solis takes a harsh view of civilians operating lethal 
systems. Calling CIA drone pilots “America’s own unlawful combatants,” 
he accuses them of “employing armed force contrary to the laws and customs 
of war” and “violating the requirement of distinction, a core concept of 
armed conflict.”65 Although Solis is correct in saying that if captured, CIA 
civilian employees (and/or CIA contractors) are not entitled to prisoner of 
war status and that they could be legally tried a under the capturing state’s 
domestic law, is his insinuation of war crimes overstated?

A 1999 DoD publication provides some insight. Specifically, in discuss-
ing “retaining the requirement that combatant information operations 
during international armed conflicts be conducted only by members of 
the armed forces,” the DoD general counsel opined that if cyber opera-
tions (amounting to a use of armed force) are “conducted by unauthorized 
persons, their government may be in violation of the law of war, depending 
on the circumstances, and the individuals concerned are at least theoretically 
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subject to criminal prosecution either by the enemy or by an international war 
crimes tribunal.”66

Cybering and the Citizenry
The nature of the cyber domain is such that it necessarily involves con-

sideration of the domestic environment and its citizenry. Somewhat para-
doxically, given the above discussion about the role of civilians in cyber-
war, concerns also arise about the appropriate role of the armed forces in 
cyber operations, especially in situations short of armed conflict. 

The vast majority of cyberspace usage involves the lawful activities of 
the public. As the U.S. armed forces are generally outwardly focused to-
wards external threats, friction with the citizenry has been largely avoided. 
Unfortunately, the military intelligence apparatus has occasionally been 
improperly turned inward “to collect personal information about Ameri-
cans who posed no real threat to national security.”67 The technical poten-
tial to do so today is very great. For example, every day the DoD—via the 
National Security Agency (NSA)—“intercept[s] and store[s] 1.7 billion 
e-mails, phone calls and other types of communications.”68 Moreover, it is 
continually seeking new cyber systems to collect even greater quantities of 
information more broadly and effectively.69 Of course, these military in-
telligence capabilities were designed to address external threats, but they 
are being exploited to address domestic security.

Regrettably, incidents of impropriety still occur. In the aftermath of 
9/11, the NSA was “secretly given authority to spy on Americans as part 
of the war on terrorism.”70 Specifically, the NSA was allowed to eavesdrop 
on phone calls, monitor e-mails, and track Internet activity without get-
ting a warrant from the special courts established by the Foreign Intelli-
gence Surveillance Act (FISA). The Justice Department vigorously de-
fended what it described as a “terrorist surveillance program” by insisting 
that bypassing FISA procedures was legal and incident to the president’s 
authority as commander in chief.71 The courts found otherwise, and in 
late December 2010 the government was ordered to pay $2.5 million in 
attorney fees and damages for the NSA’s illegal activity.72 

Other unsettling incidents include reports of the unexplained military 
monitoring of Planned Parenthood and other organizations.73 Media stories 
also show the military having “burrowed into the mushrooming cyber 
world of blogs” to post content in an attempt to “influence public opinion 
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about U.S. operations in Iraq and Afghanistan.”74 More recently, journalist 
Walter Pincus reports the military wanting to expand its intelligence role 
in cyberspace to counter what is called “the use of the Internet by extremists.”75 
ADM James A. Winfield, commander of US Northern Command, says 
that although his command’s role is to defend its networks, he has a “very 
ambitious staff, and they would like nothing more than to own all of the 
cyber response inside North America.”76

Because it “possesses extraordinary technical expertise and experience, 
unmatched in the government, in exploring and exploiting computer and 
telecommunication systems,” powerful imperatives are pushing further 
NSA involvement in domestic cyber activities.77 In a major new develop-
ment, a cyber security memorandum of agreement was executed between 
the DoD and the Department of Homeland Security (DHS) in October 
2010.78 For the first time, the DoD is becoming directly involved in pro-
tecting domestic civilian cyber infrastructure. To do so, an NSA “cyber-
support element will move into Homeland Security’s Cybersecurity and 
Communications Integration Center.” Although DHS personnel are sup-
posed to ensure privacy and the protection of civil liberties, Marc Rotenberg 
of the Electronic Privacy Information Center says he does not think “DHS 
can oversee the Defense Department.”79

With powerful cyber systems like Einstein 3 coming online that call for 
a major NSA role, thoughtful experts like Jack Goldsmith of the Harvard 
Law School offer a roadmap for proceeding consonant with civil liberties. 
Among other things, he would require the NSA to obtain “independent 
approval . . . from the FISA court or a FISA-type court” prior to employ-
ing advanced cyber security measures domestically.80 Legislation such as 
the Protecting Cyberspace as a National Asset Act now pending also in-
cludes safeguards intended to protect privacy and civil liberties.81 

Nevertheless, cyber strategists may want to encourage the development 
of fully civilian domestic surveillance cyber systems and, concomitantly, 
discourage involvement of the armed forces in any cyber operations that 
might seem to conflict with the sensibilities and mores of the American 
people, even if technically legal. The armed forces are the most authoritarian, 
least democratic, and most powerful institution in American society. The 
restraint intrinsic to a domestic law enforcement mind-set is not its natural 
state; its purpose, as the Supreme Court puts it, is to wage war.82 And as 
this article and other sources suggest, relatively few cyber incidents, 
domestic or global, meet that legal standard.83 If nothing else, the fact 
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that the armed forces unapologetically restrict the rights and privileges of 
their own members84 should militate toward avoiding their use in civilian 
settings where the public properly expects those rights and privileges to 
flourish.

Cyber strategists need to be especially conscious of emerging public at-
titudes. As experts question whether the threat of terrorism85 and even the 
threat of cyberwar are overstated,86 Americans may be becoming uncom-
fortable with what Fareed Zakaria describes as the “national-security state 
[that] now touches every aspect of American life, even when seemingly 
unrelated to terrorism.”87 The recent furor over full-body scans at airports, 
along with a generalized distrust of government,88 reflects what could be 
burgeoning public discontent with intrusive government activity (some of 
which may already be percolating with respect to military cyber activities).89 
In short, cyber strategists must be extremely sensitive to involving the 
DoD in domestic cyber activities that might align such animosity with the 
armed forces, as this could undermine the public support and esteem they 
need to sustain and prevail on tomorrow’s battlespaces.

Concluding Observations
Cyber activities do present a number of legal challenges for cyber strategists, 

but many problems masquerading as “legal” issues are really undecided 
policy issues with a number of legal alternatives. Cyber strategists rightly 
carry a heavy element of complicated and difficult policymaking, because 
cyber issues are so entwined with the lawful activities of citizens and the 
legitimate needs of commerce.

Solid legal advice in cyber matters is imperative, and the Pentagon is 
moving to improve its resources to provide it.90 As one expert put it, in 
today’s world, law is a “center of gravity” because “our enemies carefully 
attack our military plans as illegal and immoral and our execution of those 
plans as contrary to the law of war.”91 Closer to home, cyber strategists 
may wish to consider the admonition of Michael Riesman and Chris 
Antoniou in their 1994 book, The Laws of War, that for democracies like 
the United States, “even a limited armed conflict requires a substantial 
base of public support.” That support “can erode or even reverse itself rapidly, 
no matter how worthy the political objective, if people believe that the war 
is being conducted in an unfair, inhumane, or iniquitous way” (emphasis 
added).92 
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In cyberwar, like any other conflict, victory depends much on what 
people believe. Cyber strategists would be well served to ensure that what 
they do in the coming years not only meets the challenges in cyberspace, 
but also fulfills the American people’s expectations of all their warriors, 
regardless of the domain in which they operate. 
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World Gone Cyber MAD
How “Mutually Assured Debilitation” Is the 

Best Hope for Cyber Deterrence

Matthew D. Crosston 

In the unseen reaches of cyberspace, our enemies are quietly taking the postmodern 
form of warfare we witnessed on September 11 to a new level: they are no longer just 
transnational—they are non-national, hiding and attacking in a world where there 
are no borders. They are no longer just stateless—they are place-less. And they are no 
longer virtually invisible—they are, well, virtual. 

—Alan W. Dowd, Fraser Forum (2008)

Many cyber experts say the United States is woefully ill prepared for a 
sophisticated cyber attack and that each passing day brings it one step 
closer to a potential virtual Armageddon. While the problems hindering 
the development of an effective and comprehensive cyber deterrence policy 
are clear (threat measurement, attribution, information-sharing, legal codex 
development, and poor infrastructure, to name several), this article focuses 
on one aspect of the debate that heretofore has been relatively ignored: 
that the futility of governmental innovation in terms of defensive efficacy 
is a relatively constant and shared weakness across all modern great powers, 
whether the United States, China, Russia, or others. In other words, every 
state that is concerned about the cyber realm from a global security perspec-
tive is equally deficient and vulnerable to offensive attack; therefore, defen-
sive cyber systems are likely to remain relatively impotent across the board. 

The United States tends to view this problem as if it has a unique bur-
den to bear. While smaller states that do not envision a global role for 
themselves fear a massive cyber attack far less than the United States, this 
is not necessarily true of the aforementioned states and others that wish to 
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be important global players. As a consequence, the goal for major powers 
should not be the futile hope of developing a perfect defensive system of 
cyber deterrence, but rather the ability to instill deterrence based on a 
mutually shared fear of an offensive threat. The United States is better 
positioned by shifting to an open, transparent policy that seeks to infer 
deterrence from the efficacy of its offensive cyber capabilities. This strategy 
has greater probability of staying ahead of rival deterrence systems and 
establishing the perception amongst rivals that the United States would 
indeed have effective second-strike capabilities if attacked. True, the goal 
for any major power would be to achieve dominance over such capabilities 
(such is the way with great powers), but this would also result in the prob-
lem of cyber security morphing into a zero-sum game where one state’s 
dominance increases the insecurity of all others. For this reason it is logi-
cally more stable and potentially peaceful to have a system of deterrence 
that is structured mutually across major powers, giving no one state the 
ability to disrupt cyber equilibrium. 

If adopted, this policy shift could hold the same potential that made 
nuclear mutually assured destruction (MAD) so effective for so long with-
out being physically challenged through global war. Nuclear deterrence 
initially built off of the expected second-strike capability of being able to 
survive an initial strike long enough to launch an equally devastating 
counterstrike. But over time—as the great nuclear powers continued to 
build up huge arsenals—the de facto effectiveness of nuclear deterrence 
was not so much based on the likelihood of a second-strike capability but 
rather on the acceptance by all players that engaging in the nuclear game 
would inevitably bring devastation to all. A logic of deterrence emerged 
from an admission of being defenseless. 

Perhaps it could be so with this new cyber “MAD”—in an open and 
transparent offensive system of cyber threat, each major player in the 
global system would come to fear debilitation equally and therefore would 
not risk being the first-strike initiator. By capitalizing on this shared vulner-
ability to attack and propagandizing the open buildup of offensive capabili-
ties, there would arguably be a greater system of cyber deterrence keeping 
the virtual commons safe. Though it may seem oxymoronic, the more 
effective defense in this new world of virtual danger is a daunting cyber-
lethal offensive capability; not so much to actually use it, but rather to 
instill the fear of it being used. And while the anarchic chaos and freedom 
of the Internet will always be a haven for nonstate actors looking to inflict 
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damage upon state systems, an open and transparent cyber-MAD policy 
would systematically give major powers the second-strike capability to 
potentially influence and deter these nonstate actors as well. Presently, 
defensive cyber deterrence systems basically give these actors free reign. 

Interestingly, some states are clearly already adhering to this strategy, at 
least in the informal sense if not in explicit policy position—China’s fer-
vent support of “honkers” and the Russian Federation’s frequent reliance 
upon “patriotic hackers” come to mind most readily. The United States 
certainly has the technological capability to equal Chinese and Russian 
virtual lethality. The formal lack of an open policy arguably indicates hesi-
tancy on the part of the United States to develop a “weaponized virtual 
commons.” Rather than an indication of infeasibility, this reluctance 
seems to be a nod to intelligence considerations, meaning the United 
States is arguably more satisfied developing its offensive capabilities in secret 
as part of more-covert operations than as a piece of overt policy. This article 
argues the emphasis on covert offensive capability rather than overt is an 
error that compromises the effectiveness of American cyber security. 

The Need for a New Doctrine, 
New Questions, and New Answers

Institutional inertia and doctrinal rigidity are often major obstacles 
blocking policy reform and may even hinder the emergence of new policy 
ideas. However, in the cyber realm these blockades are not nearly as en-
trenched as other security issues/principles. For the past 10 years cyber 
security has become an increasingly important area of national interest; 
however, the cyber security context is a completely new era of thinking 
and dangers. It was not until late in the second term of Pres. George W. 
Bush that more definitive efforts were made across agencies to explicitly 
develop something akin to a national cyber doctrine (most vivid in this 
governmental newness was the 2009 creation of US Cyber Command). As 
analyst Mark Young recently argued, 

A national cyber doctrine is necessary. It is the link between strategy and the execu-
tion of the missions of the national security sector. Doctrine may traditionally 
be a military notion, but agencies are acknowledging the wisdom of establishing 
guiding principles. A national cyber doctrine can be a vehicle used to define the 
roles of departments and agencies for the entire U.S. government. In contrast to 
a presidential executive order or a National Security Council directive, a doctrine 
is developed in an openly collaborative fashion.1 
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This evidence attests to the absence of an open, overt, well-defined policy 
guiding long-term American interests over the issue of cyber security. 
Young rightly acknowledges that an explicit and well-defined cyber policy 
is essential to developing a comprehensive and effective cyber security system, 
largely because of the intense complexity inherent to cyber attacks and 
cyber deterrence. He continues,

The nature of network attacks makes a well reviewed cyber doctrine particularly 
important, since national security leaders will have little time to consult with the 
National Security Council or the Commander in Chief when faced with an attack 
that could devastate the national economy, corrupt the flow of commerce, or dis-
rupt military supply chains. Due to technical challenges, counterstrikes remain a 
time-consuming proposition. Disruption of a cyber attack is more easily achieved 
but may not be accomplished in time to protect critical data or national security 
systems.2 

The main concern addressed by this article is that the debate to create a 
unified, explicit, and truly national cyber doctrine does not openly acknowledge 
the most basic axiom of the cyber realm: offense will always trump defense 
which, therefore, will not include all potential options and strategies. 

To wit, the language cyber analysts and specialists use is inherently 
defensive—it is always about the problematic nature of counterstrikes, 
the technical challenges to disrupt an attack in progress, and lamenting 
the offensive advantage adversaries have over defensive specialists. These 
laments are real, but they inexplicably fail to lead the United States to the 
one potentially effective elephant sitting in the room that remains ignored 
or consistently talked around: the national cyber doctrine of the United 
States should not be based on defensive measures that are always going to 
hopelessly lag behind offensive measures, but rather on offensive capabili-
ties that would give the explicit perception to potential adversaries that 
any aggressive maneuver will trigger debilitating retaliatory attacks more 
severe than any initial transgression—a true cyber-MAD policy, initially 
enshrining second-strike capability and, one would hope, institutionaliz-
ing the deterring admission of first-strike futility.

Some excellent work is already being done on the types of questions 
that need to be asked when considering cyber security options. While 
most of these questions presently address cyber deterrence from a purely 
defensive stance, the more important ones are still relevant for a cyber-
MAD policy: 

•  Should the target reveal the cyber attack?
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•  When should attribution be announced?

•  Should cyber retaliation be obvious?

•  Is retaliation better late than never?

•  Can there be confrontation without retaliation?3

All of these questions are incredibly important but have decidedly dif-
ferent answers, depending on what type of cyber-security system is being 
built. A purely defensive system rooted in intelligence secrecy produces 
ineffective answers that leave gaps in the national security infrastructure. 
Answers provided by an open, transparent, and offensive cyber-MAD 
policy would be aggressive and explicit enough to close these gaps by cap-
italizing on the logic and efficacy of nuclear deterrence. Openness and 
transparency render the “dilemma” of revealing targets and attribution 
problems moot, while a focus on offensive capability not only gives stronger 
teeth to retaliation but also creates the possibility of effective confronta-
tion without retaliation and, ultimately, the avoidance of engagement out-
right. This was arguably the true legacy of peace left by nuclear deterrence. 
Could a cyber-MAD policy not produce the same hope?

One counterargument would answer no to that question: it is still im-
practical and unrealistic to think a cyber-MAD system can be effectively 
developed. There are simply too many problems in developing and guaran-
teeing that “mutually assured debilitation” can be achieved and, even if 
achieved, guaranteeing it can bring about the necessary threat deterrent to 
prevent or limit cyber attacks. In this case scholarship must be careful not 
to become purely academic and simply policy curmudgeons—stating that 
the cyber realm is a hopelessly offensive arena where deterrence based on 
defensive techniques cannot be effective, while also stating that a cyber 
deterrence system based on offensive technologies is equally impractical 
and ineffective. In other words, there is a tendency to declare that defense 
does not work and offense does not work simultaneously. This creates a 
scholarly and policy dead end, hopelessly charging intellectual windmills 
and getting nowhere. 

Russian Rumors
The near virtual shutdown of Estonia in 2007 coincided with the Estonian 

government’s decision to move a Soviet-era war memorial. In essence, the 
entire virtual framework within Estonia was inundated and overwhelmed 
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with “junk” for a period of three weeks. This essentially compromised if not 
temporarily crippled the Estonian communications network, as newspapers, 
mobile phones, emergency response systems, and the state’s largest bank were 
all targeted. In addition, a concentrated attack effort was aimed at the offices 
of the president, prime minister, parliament, and the foreign ministry.4

The relevance of this attack, however, highlights some of the problems 
for developing an effective cyber deterrence system: even though Estonia 
intimated that it was able to trace some of the attacks to Russian govern-
ment offices, it did not in fact establish any direct governmental links. 
Russia always maintained that the attacks came from renegade cyber nation-
alists, acting according to their own sense of warped patriotism but not on 
the orders of any official government office or agency. It is more a testi-
mony to the state of global public perception that no one today believes 
the Russian version of the attacks and takes for granted the Estonian 
version—there never was a definitive “smoking gun” piece of evidence 
proving formal Russian governmental policy as the chief culprit in the 
Estonian attacks. 

This is a perfect real-world example of the attribution problem often 
theorized by cyber specialists: it is often too difficult to accurately trace a 
cyber attack to its origin. Perhaps worse still, in cases where an origination 
point can at least be compellingly argued, there is still no definitive way of 
proving just who was “at the trigger point” launching the attack. Solving 
both of these issues would be essential for the development of a truly effective 
cyber deterrence system. An inability to prove culpability severely ham-
pers any efforts to enact defensive measures. It really is as simple as “how 
do you know who to retaliate against if you cannot be sure who threw the 
virtual punch?” You cannot, and as a consequence any effort to build an 
effective cyber deterrence system emerges already deeply compromised. 

Chinese Reality
Perhaps the only other state associated with cyber attacks and cyber 

espionage today as much as the Russian Federation is China. As early as 
the late 1990s the United States accused China of attacking various govern-
mental agencies and attempting to infiltrate American nuclear facilities. 
Around the time Estonia was being attacked and accusing Russia, Germany 
had several infiltrations into governmental agencies and placed blame on 
China. Just as with the Estonian case, both the United States and Germany, 
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despite their adamant conviction of knowing who to blame, did not in 
fact have any real evidence linking the Chinese government to the de-
tected incursions.5 

This is no small matter and not an issue of blame semantics. The inter-
national community’s response to evidence of direct governmental in-
volvement in a cyber attack against another state could very easily be to 
consider it an act of war, even if at the moment a war of lesser degree. Ac-
curate attribution, therefore, is of highest importance, as it could lead to 
the commitment of military forces and expose a state to the most serious 
of consequences—battlefield casualties. Any cyber deterrence system must 
therefore be capable of overcoming the attribution problem to be relevant 
in the most important issue of all—state security. It is clear that the world, 
not just the United States, is currently incapable of devising a system that 
can overcome this problem. 

Unlike Russia, which has always been extremely secretive about its cyber 
activities and steadfast in its denial of engaging in any state-sponsored 
cyber attacks, China has been surprisingly open about its belief in the 
need and appropriateness of establishing an army of cyber warriors. China 
actively recruits and facilitates support of some of its more brilliant, lo-
cally developed hackers, called “honkers.” Unabashed in their virtual 
patriotism, honkers espouse a philosophy that “the best defense is a capable 
offense.” They do not consider themselves necessarily employees of the 
government or members of the Chinese intelligence community; they 
simply believe that China needs to be protected from adversaries. If it is 
brought to their attention that another state or corporation is initiating 
harmful maneuvers against their country, then it is their obligation to re-
spond in kind. Note that responding in kind is not simply stopping a cyber 
attack but rather formulating a retaliatory cyber strike that is in fact more 
intense and more comprehensive than the initial strike. 

In some ways this reality gives argument to the possibility of cyber war 
existing above and beyond conventional war; not because conventional 
war will ever be obsolete or be a state’s most supreme form of security, but 
rather cyber war can be seen by many states as a less confrontational and 
more results-oriented maneuver. Effective hacking and strategic cyber at-
tacks at the moment still hold many more opportunities for hiding par-
ticipation while successfully gaining economic, political, diplomatic, and 
military secrets. In simple cost-benefit calculations, cyber war is much 
more cost effective than conventional war, so it is arguable that its popularity 
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over time will grow exponentially. When considering the impotence of 
defensive systems tasked with stopping such efforts, cyber war as a con-
cept is fundamentally complex, convoluted, and diffused by design. These 
characteristics would at least be challenged by an open and transparent 
cyber-MAD system in ways present cyber deterrence methods do not. 

At the moment it is fair to assume that Chinese honkers are not explicitly 
attempting to create a cyber version of the nuclear-MAD theory, but this 
does not mean they have not created such a policy in their de facto actions. 
What seems inarguable is that China has decided there are no ethical con-
siderations in the cyber realm. In fact, it is easy to see how a state could 
make the counterargument—if cyber war will not necessarily involve im-
mediate and direct bloodshed due to the cyber attacks, then ethical hand-
cuffs can be freely removed from state considerations. More importantly, 
China has given the rest of the world a theoretical blueprint justifying 
such a policy—the honkers’ offensive philosophy is not based on any sense 
of vindictive bloodlust, but rather a careful calculation of what is truly 
effective in the cyber realm: defensive capabilities are hopelessly com-
promised; therefore, only offensive threats have the potential to deter 
enemy initiatives. 

In some ways this thought process has already been supported by none 
other than the current vice-chairman of the Joint Chiefs of Staff, Gen 
James Cartwright, who argued in 2007 before the Strategic Forces Sub-
committee of the Senate Armed Forces Committee that it was “time to 
apply the principles of warfare to the cyber domain . . . and the defense of 
the nation is better served by capabilities enabling us to take the fight to our 
adversaries when necessary to deter actions detrimental to our interests.”6 
Cyber deterrence as it is currently being envisioned does not carry this 
capability and does not enable the United States to take the fight to adver-
saries. This is not an attempt to beat the reader incessantly with a dead 
cyber horse, but is rather the necessary emphasis on how the United States 
clings to defense. It seems determined to fit this square peg into a round 
hole, even if to its own security detriment. As politically uncomfortable as 
it may be to model something important to US national security after 
Chinese hackers, it is clear at the moment honkers are more openly and 
successfully applying the principles of warfare to the cyber domain. The 
United States, meanwhile, refuses to transparently engage and develop its 
own possibilities and capabilities and therefore remains the more vulner-
able cyber target. 



Matthew D. Crosston

 Strategic Studies Quarterly ♦ Spring 2011[ 108 ]

Countercyberspace
A fascinating development, perhaps inspired by the admonishment of 

General Cartwright, comes with the concept of countercyberspace, defined 
as “a function consisting of operations to attain and maintain a desired 
degree of cyberspace superiority by the destruction, degradation, or dis-
ruption of an enemy’s capabilities to use cyberspace.”7 This work comes 
from a new conceptualization of Air Force basic doctrine and is an admis-
sion of the need to produce new thinking (though arguably through the 
application of tried and true old-war ideas) to the realm of cyberspace and 
its defense. The issue at hand is of course trying to establish “cyberspace 
superiority,” which AF Doctrine Document 2-11, “Cyberspace Opera-
tions,” draft version defined as “the degree of advantage possessed by one 
force over another that permits the conduct of operations in cyberspace at 
a given time and place without prohibitive interference by the opposing 
force.”8 When taking these concepts and definitions into consideration, it 
becomes starkly clear how ineffective cyber deterrence will always be as 
long as it is a system constructed from defensive priorities. In the cyber 
realm a defensive system by default puts a state back on its governmental 
heels and does not contain the potential to conduct operations without 
prohibitive interference. America’s cyber doctrine must achieve this capability.

In May 2007, President Bush ordered the National Security Agency 
(NSA) to conduct a cyber attack against cell phones and computer net-
works that Iraqi insurgents had used or intended to use in roadside bomb-
ings. The NSA complied, and its subsequent success essentially knocked 
out what was up to then an effective insurgent communications network. 
Many military analysts credit that effort with being monumental in turn-
ing the tide of the war.9 It is true a cyber MAD cannot be exactly like 
nuclear MAD. It is not semantics when destruction is replaced by debili-
tation. So, while the analogy may not match up perfectly, it does work 
effectively, based on the fact that war in the twenty-first century has argu-
ably moved away from being global and apocalyptic to something more 
regional and temporarily damaging. As such, the weapons in a cyber-
MAD policy do not destroy states to sand and glass but simply cripple and 
incapacitate them across realms that are crucial to their effective function-
ing and governance. Such damage is not insignificant. 

Clearly, the United States has the technical capability and the strategic 
aggressiveness to conduct such operations. It must now conceptualize an 
offensive mind-set to begin defending cyberspace. The problem to this 
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point has been its relatively limited sphere of utilization—the Iraqi example 
was a case of open and explicit war aimed at a target that was actively and 
aggressively attacking American military personnel. Granted, this may not 
be as politically clean, but it can be dramatically more effective in limiting 
adversaries who are motivated to attack the United States or other coun-
tries across the virtual commons. Keep in mind that in the twenty-first 
century, cyberspace is no lesser space to guard. It is true news media will 
not be able to show body counts or bloody battlefields when a country is 
victim to a massive cyber attack, but the devastation and destruction of 
such an attack in many ways can be more comprehensive and far-reaching. 

Lacking Infrastructure
The logical arguments for a cyber-MAD policy become even more com-

pelling when the technical obstacles facing a true defensive cyber deter-
rence are examined in full. For the past 10 years the United States has in-
vested heavily in cyber-security technologies. Despite this commitment 
and investment, major problems remain across the most fundamental areas. 
There is still no large-scale deployment of security technology capable of 
comprehensively protecting vital American infrastructure.10 The need for 
new security technologies is essential, but to date the best developments 
have only been in the small-to-medium-scale private research facilities. 
What would be required to make rapid, large-scale advances in new net-
work security mechanisms is daunting:

•   development  of  large-scale  security  test  beds,  combined with  new 
frameworks and standards for testing and benchmarking;

•  overcoming current deficiencies and impediments to evaluating net-
work security mechanisms, which to date suffer from a lack of rigor;

•  relevant and representative network data;

•  adequate models of defense mechanisms; and

•  adequate models of the network and for background and attack 
traffic data.

Most of these issues are problematic because of the severe complexity of 
interactions between traffic, topology, and protocols.11 In short, it is simply 
easier to attack than to defend in the cyber realm, and the innate com-
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plexities of infrastructure preparedness make it seem likely this is not just 
an estimation of current affairs but rather an axiom that will stand across 
eras. Hackers will always trump defenders. The United States must not 
waste time attacking the virtual windmill when it already has the technology, 
talent, and capability to create a different policy path. 

One counterargument to this rejects that the cyber realm will remain 
inherently dominated by offensive capabilities. The most often praised 
defensive measures that are allegedly catching up to offensive threats 
(IPV-6 and gateway technologies) are unfortunately a bit of an overstate-
ment, as the cyber arena is never static—whatever defensive countermeasures 
are developed, one can rest assured there will be answers to those mea-
sures. And offensive answers so far have always outpaced the defensive 
“improvements.” There is nothing in the foreseeable future that seems to 
truly challenge this basic reality. The United States should indeed con-
tinue to develop, improve, and refine its defensive technologies. But it 
should not be so naïve as to think it will ever be capable of developing a 
defensive deterrence that will continuously and routinely outwork and 
outmaneuver offensive threats. It simply does not seem that the structure 
of the cyber realm will allow this reality to emerge.

The Asymmetric Nature of Cyber Warfare
The United States’ failure to enter the cyber arena offensively, as a reflec-

tion of open and transparent policy (or even to create the perception of 
willingness to offensively engage), has only exacerbated the asymmetric 
nature of cyber attacks. The commercialization, standardization, and low 
cost of high technology around the globe make waging cyber campaigns 
dramatically more simplistic than defending against them. Quite literally 
a dozen determined programmers are capable of threatening the US logistics 
network, stealing operational plans, blinding intelligence capabilities, or 
hindering the ability to deliver weapons on target.12 This was never more 
obvious than in 2008, when the Department of Defense suffered a signifi-
cant intrusion into its supposedly secured military networks. An infected 
flash drive was inserted into a military laptop in the Middle East. Placed 
there by a foreign intelligence agency, the drive succeeded in releasing 
malicious computer code that was able to spread so far and so deep into 
classified and unclassified information that it was considered akin to 
establishing a “digital beachhead.”13 
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These examples perfectly illustrate the potential nastiness and futility of 
fighting against asymmetry. This is an innate structural problem that can-
not be overcome, because of the nature of technology and the free market. 
The Internet was designed to be open and accessible, not only for ease of 
use among the most basic of consumers but also to encourage and foster 
low barriers to innovation. As a consequence, offense will always have the 
upper hand.14 But instead of letting the logic of this reality lead America 
into a new conceptualization of “offensive defense,” the thinking of the 
United States is entrenched in a defensive mind-set that can only result in 
a compromised system of deterrence. 

Though asymmetry makes staying ahead of attacking adversaries highly 
doubtful, Lynn argues that this only emphasizes the need for the United 
States to be more adaptable to constantly adjust and improve its defenses. 
He even says that old, Cold War traditions of deterrence (models of as-
sured retaliation) will not work in cyberspace due to the aforementioned 
attribution problem, making it nearly impossible to know just who to re-
taliate against. Therefore, deterrence is supposed to be about successfully 
denying the benefits to an attacker, rather than trying to impose costs 
through aggressive retaliation.15 

While this article testifies to the problem of attribution, this does not 
lead to an argument for moving away from old models of retaliatory deter-
rence but actually the reverse: a retaliatory cyber model would not be 
about who to launch missiles against, but rather enforcing the perception 
of massive technological/infrastructural debilitation if even the suspicion 
of an attack is determined and attributed. Nuclear MAD was successful 
not because various states actually launched nuclear weapons; it succeeded 
because of the conviction across all parties that an attack of this nature 
would be so universally destructive that the cost far outweighed any poten-
tial benefits. A cyber-MAD model has to operate on this same principle, 
only with virtual weapons rather than kinetic ones. If done successfully, 
essentially weaponizing the cyber doctrine of the United States, then it 
becomes prohibitively expensive for an adversary to risk an attack. 

This is not in fact arguing for the creation of some cyber variant of a Dr. 
Strangelove doomsday machine, the repercussions of which would solve 
the attribution problem. Taken to its extreme extrapolation, a cyber-MAD 
policy does deter as nuclear MAD—the perception of realistic virtual dev-
astation via retaliatory strike does induce fear of action, thereby rendering 
the global system safe through dangerous, but stable, equilibrium. Just as 
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with nuclear weapons, the ability to universally destroy the virtual com-
mons cannot be the ultimate hope for peace across the system. This is not 
an argument for giving the president a choice between surrender or hacking 
the modern world into the Middle Ages. Rather, a cyber-MAD policy—by 
being open, transparent, mutual, and offensive—would have enough new 
deterrents built into it structurally to not only provide more options but 
also give pause to rogue behavior that might probe its edges. 

Recall that mutuality not only builds fear but this same fear also allows 
the possibility of trust through repeated engagement. Up to now the dy-
namic nature of the cyber realm too heavily favored those who would do 
damage against it. Cyber MAD would finally put some of that dynamism 
in the hands of major powers with a mutual interest in rules, regulations, 
and stability. 

Cyberwar, Cyber Deterrence, and Political Complexity
Trying to study the consequences of the cyber realm’s impact on war 

and conflict is a hornet’s nest of political complications. Even when trying 
to develop a purely defensive, non-attacking system of protection, there is 
a preponderance of complex considerations. How can one be sure of the 
attacker? Can assets be held at risk when under suspicion of a cyber attack? 
Does retaliation send the right message to the defending side? Should 
there be a threshold for a response? How do you avoid escalation?16 All of 
these questions pose problems not just because they are complicated but 
because the nature of a defensive cyber system exacerbates the flaws within 
such policy rather than eliminating them, and yet other questions argu-
ably emerge only because of these inherent flaws in a defensive mind-set. 

Complexity is reduced when considering the development of a cyber-
MAD policy, but admittedly it may place the United States in an uncom-
fortable political position at first. Consider just war theory. In the first 
instance, jus ad bellum, when states may lawfully consider going from 
peace to war, there are at least three immediate criteria most states would 
prefer to have on their side: right purpose, duly constituted authority, and 
last resort.17 A cyber-MAD policy would be especially harsh on each cri-
terion: the policy does not operate on only going to war in self-defense, 
since the nature of cyber security precludes any real notion of being able 
to effectively defend against a massive cyber attack; there is also the risk of 
cyber MAD circumventing proper governmental notification because total 
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debilitation would depend in large part on the element of surprise, which 
works against premeditated transparency and openness; and finally, cyber 
MAD by its very nature is the antithesis of last resort—the effectiveness of 
the position comes from not being purely retaliatory but potentially pre-
emptive, indicating a willingness to use virtual weapons in more than just 
desperate circumstances. 

Many would argue that from a purely political/diplomatic perspective 
these positions appear somewhat untenable. This would be true if cyber 
MAD were set up structurally so that the United States dominates these 
offensive capabilities alone and de facto, becoming a virtual tyrant vis-à-vis 
the other great powers. But as argued earlier, the inherent structure of the 
cyber realm makes such a goal, even if logical for a great power, highly 
unlikely and nearly impossible. Therefore, all states pursuing cyber MAD 
would be relatively equal in their weaponization efforts. This allows for 
the possibility over time for the perception of equal debilitation to take 
effect and arguably create similar deterrence stimuli as nuclear MAD. 

The initial political and diplomatic discomfort associated with cyber 
MAD does not improve when considering jus in bello, or the desire to 
have states maintain principles of justice while in war. Again, three main 
criteria can be highlighted: noncombatant immunity, proportionality, and 
more good than harm.18 A cyber-MAD policy would still have the major 
benefit of any cyber defense system: that it is relatively bloodless. How-
ever, the benefit does start to become more ambiguous under cyber MAD; 
a massive strike against a state’s infrastructure, debilitating important 
societal mechanisms and functions, would almost certainly result in non-
combatant suffering and thereby not guarantee immunity in the most 
formal sense. Proportionality clearly cannot be met simply because the 
point of a cyber-MAD policy would be to secure defense through retalia-
tory second-strike nonproportionality. It would be the guarantee of that 
nonproportional response/strike that would bring about the deterring im-
pulse. Finally, the criterion of more good than harm under cyber MAD 
really would be, in the end, a completely arbitrary interpretation based on 
which side and whose security goals were being considered. 

Little work has been done to date on an explicit conceptualization of an 
offensive and transparent cyber strategy to heighten national security. 
What has been done achieves a general consensus that there are three obvious 
ways a state could create the capability to inflict damage on another state 
or nonstate adversary via cyber attack. The first option is simply creating 
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the capability through one’s own forces and technologies. The second is to 
cultivate a volunteer force that can be guided to attack designated targets 
with little or no attribution to the supporting government. The third option 
is to outsource at least parts of the problem to other governments, com-
mercial entities, or criminal underworld organizations in a quasi-mercenary 
model.19 Each option clearly carries its own flaws. 

Both China and Russia formally and informally dabble with options 
one and two. States like Iran, North Korea, and Nigeria have been at least 
cursorily connected to option three. Perhaps this is the largest difficulty 
impacting the politics of American policymaking—it seems plausible that 
the United States is simply reluctant to consider a shift in policy that 
would so clearly associate it with this group of countries, no matter what 
the advantages. Of the three options, option one has the best chance of 
consideration by the United States, as this homegrown policy would at 
least be arguably controllable and explicitly defined by American demo-
cratic institutions with their inherent checks and balances informed by 
principles of transparency and accountability. 

The United States does indeed have the capability of developing cadres 
assigned to the task of developing a weaponized cyber realm. But where 
this has been done so far has been on a small scale and in highly classified 
areas. These characteristics make it an obvious attacking capability struc-
tured most effectively for use in the context of open aggression and war 
rather than as it is ultimately needed—as a deterring capability meant to 
prevent said aggression from occurring during times of peace. Again, the 
greatest advantage with cyber MAD is not in truly achieving a usable 
second-strike capability but in creating over time the believability in such 
retaliation so the second strike is never required. 

The other two options afford no such chance of a truly governable, ac-
countable policy and are not likely to be considered by the United States. 
This article does not challenge the premise that initially a cyber-MAD 
policy would place the United States in some rather awkward political 
positions. Rather, it takes the more quintessentially Machiavellian posi-
tion that national security is best managed by efficacy and control, even at 
the expense of diplomatic image and public perceptions of righteousness. 
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Conclusion
Most analysts, military specialists, and government officials admit that 

life in the twenty-first century will include cyber attacks. There is no vision 
of a world free from such attacks. This simple admission undermines the 
efficacy of a cyber deterrence system whose reason for being is the preven-
tion of such attacks. This article is not so contrarian as to argue anarchi-
cally for abandonment of the effort to achieve real cyber security. Rather 
it asks that certain structural realities finally be given equal intellectual 
space at the discussion table and allow that space to entertain new options 
and possibilities. There are two structural realities in particular that should 
be emphasized. First, in the cyber realm offense always dominates and always 
will. It is structural and axiomatic. Second, the capabilities, technology, 
and talent already exist to institute this system within the United States. 
What is needed is a change in mind-set and encouraging new ideas and 
policies—transparently. Not easy by any means, but still achievable. 

The imposition of a cyber-MAD policy could prove more effective, even 
though it may make the United States uncomfortable politically and diplo-
matically. The debate continues and the argument remains: greater cyber 
security can be achieved by mutually assured debilitation for all. 
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Nuclear Crisis Management and “Cyberwar”
Phishing for Trouble?

Stephen J. Cimbala

If the ultimate weapons of mass destruction, nuclear weapons, and the 
supreme weapons of soft power, information warfare, are commingled 
during a crisis, the product of the two may be an entirely unforeseen and 
unwelcome hybrid. Crises by definition are exceptional events. No Cold 
War crisis took place between states armed with advanced information 
weapons and with nuclear weapons. But given the durability of the two 
trends—interest in infowar and in nuclear weapons—the potential for 
overlap and its implications for nuclear crisis management deserve further 
study and policy consideration. The discussion below proceeds toward 
that end, by looking at relevant concepts and examples including informa-
tion warfare, crisis management, the link between cyberwar and nuclear 
crisis management, and its implications.

Information Warfare
Information warfare can be defined as activities by a state or nonstate 

actor to exploit the content or processing of information to its advantage 
in time of peace, crisis, or war and to deny potential or actual foes the ability 
to exploit the same means against itself.1 This is an expansive, and permis-
sive, definition, although it has an inescapable bias toward military- and 
security-related issues.2 Information warfare can include both cyberwar 
and netwar. Cyberwar, according to John Arquilla and David Ronfeldt, is 
a comprehensive, information-based approach to battle, normally dis-
cussed in terms of high-intensity or mid-intensity conflict.3 Netwar is de-
fined by the same authors as a comprehensive, information-based approach 
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to societal conflict. Cyberwar is more the province of states and conven-
tional wars; netwar more characteristic of nonstate actors and unconven-
tional wars.4 

Cyberwar is distinct from the problem of deterrence, although there are 
obvious “real world” overlaps. The concept of “cyber deterrence” involves 
degrees of uncertainty and complexity, including a leap of analytic faith 
beyond what we know about conventional or nuclear deterrence. Cyber 
attacks generally obscure the identity of the attackers, can be initiated 
from outside of or within the defender’s state territory, are frequently 
transmitted through third parties without their complicity or knowledge, 
and can sometimes be repeated almost indefinitely by skilled attackers, 
even against agile defenders. In addition, the contrast between the prin-
ciples of cyber deterrence and nuclear deterrence encourages modesty in 
the transfer of principles from the latter to the former.5

Added to this is the civil-military interaction that will take place between 
designated military cyber samurai and their civilian DoD (and other) superiors 
in the chain of command who may be cyber-challenged or even pre-cyber 
in their understanding of information technology and its impacts. The 
nexus among new information capabilities, their implications for decision 
making, and their potential vulnerabilities to attack may be compre-
hended by a select few, if at all. But politics will ultimately drive all 
strategy—including cyber strategy—for better or worse. At its apex, strategy 
is the bridge that connects political objectives with military operations, 
whether digital or kinetic.6

Crisis Management—Nuclear and Other
Crisis management, including nuclear crisis management, is both a 

competitive and cooperative endeavor between military adversaries. A crisis 
is, by definition, a time of great tension and uncertainty.7 Threats are im-
minent, and time pressure on policymakers seems intense. Each side has 
objectives it wants to attain and values it deems important to protect. 
During a crisis, state behaviors are especially interactive and interdepen-
dent with those of another state. It would not be far-fetched to refer to 
this interdependent stream of interstate crisis behaviors as a system, pro-
vided the term system is not understood as an entity completely separate 
from the state or individual behaviors that comprise it. The system aspect 
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implies reciprocal causation of the crisis behaviors of “A” by “B,” and 
vice versa. 

One aspect of crisis management is the deceptively simple question: 
What defines a crisis as such? When does the latent capacity of the inter-
national order for violence or hostile threat assessment cross over into the 
terrain of actual crisis behavior? A breakdown of general deterrence in the 
system raises threat perceptions among various actors, but it does not 
guarantee that any particular relationship will deteriorate into specific deter-
rent or compellent threats. Patrick Morgan’s concept of “immediate” deter-
rence failure is useful in defining the onset of a crisis: specific sources of 
hostile intent have been identified by one state with reference to another, 
threats have been exchanged, and responses must now be decided upon.8 
The passage into a crisis is equivalent to the shift from Hobbes’ world of 
omnipresent potential for violence to the actual movement of troops and 
exchanges of diplomatic demarches. 

All crises are characterized to some extent by a high degree of threat, 
short time for decision, and a “fog of crisis” reminiscent of Clausewitz’s 
“fog of war” that confuses crisis participants about what is happening. 
Before the discipline of crisis management was ever invented by modern 
scholarship, historians had captured the rush-to-judgment character of 
much crisis decision making among great powers.9 The influence of nuclear 
weapons on crisis decision making is therefore not easy to measure or 
document, because the avoidance of war can be ascribed to many causes. 
The presence of nuclear forces obviously influences the degree of destruc-
tion that can be done should crisis management fail. Short of that catas-
trophe, the greater interest of scholars is in how the presence of nuclear 
weapons might affect the decision-making process itself in a crisis. The 
problem is conceptually elusive: there are so many potentially important 
causal factors relevant to a decision with regard to war or peace. History is 
full of dependent variables in search of competing explanations.

Another question involves the “level of analysis” problem for explanations 
of, and predictions about, crisis management. Who, for example, is likely 
to be affected by cyber attacks during a nuclear crisis? Disruption of com-
munications or data flows to enemy senior policymakers and force com-
manders is a candidate stratagem for an attacker. But the head of the snake 
is not necessarily the most vulnerable part of a bureaucracy or political 
system. Advanced nuclear powers will have both political orders of suc-
cession and delegations of military command authority in place against 
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decapitation attacks. Cyber mischief might be more efficiently targeted 
on the opponent’s civilian infrastructure, including that part of the civil-
ian infrastructure that overlaps with military use. An example of this kind 
of attack would be efforts to disrupt information or communication flows 
in the electrical power grids or financial systems of another state by means 
of viruses, Trojan horses, botnets, distributed denial-of-service (DDOS) 
attacks, or other deceptive or destructive measures. 

Cyber strikes could also be aimed directly at the opponent’s nuclear 
infrastructure in time of peace or war. For example, the “Stuxnet” virus 
that attacked Iran’s nuclear facilities in 2010 was assumed by some to have 
been created by Israel and/or the United States. According to a German 
computer expert who was among the first to analyze the Stuxnet code, the 
virus (or worm) may have set back Iran’s nuclear program by two years. 
Describing the Stuxnet worm as the most “advanced and aggressive mal-
ware in history,” the German expert added, “This was nearly as effective as 
a military strike, but even better since there are no fatalities and no full-
blown war.”10 This cyber attack took place in “peacetime” and reportedly will 
require considerable time and effort for Iran to remove the virus, replace af-
fected computer equipment, and rebuild centrifuges at its uranium enrich-
ment facility at Natanz.11 

Suppose an attack of this nature had been attempted by unknown parties 
after Iran had already become a nuclear weapons state and entered into a 
crisis with Israel. And the phrase “unknown parties” is not an idle one. 
Third parties could conceivably use cyber strikes to provoke catalytic wars 
between two rivals—say, for example, Serbians or Balts firing cyber bullets 
into a Russo-Georgian clash or Japanese or Chinese hackers cyber surfing 
during a war between North and South Korea. The sources of third-party 
disruption (either condoned by governments or based on freelancers with 
their own political agendas) against a colliding dyad of state actors could also 
be nonstate actors—including terrorists, criminals, or “super-empowered 
individuals”—piggybacking on crises for their own reasons.12 Nor is it 
inconceivable that during a crisis two disputants or third parties might fire 
up their own equivalents of WikiLeaks and disclose potentially incrimi-
nating details about other states’ policymaking or force planning, or about 
their leaders’ personality flaws. Throw “NikiLeaks” into the Cuban missile 
crisis or “GorbyLeaks” into the August 1991 failed putsch in Moscow, and 
stir the historically counterfactual mix. 



Nuclear Crisis Management and “Cyberwar”

Strategic Studies Quarterly ♦ Spring 2011 [ 121 ]

Attributes for Successful Crisis Management
The first requirement of successful crisis management is communica-

tions transparency. Transparency includes clear signaling and undistorted 
communications. Signaling refers to the requirement that each side must 
send its estimate of the situation to the other. It is not necessary for the 
two sides to have identical or even initially complementary interests. But 
a sufficient number of correctly sent and received signals are prerequisite 
to effective transfer of enemy goals and objectives from one side to the 
other. If signals are poorly sent or misunderstood, steps taken by the 
sender or receiver may lead to unintended consequences, including mis-
calculated escalation. 

Communications transparency also includes high-fidelity communica-
tion between adversaries and within the respective decision-making struc-
tures of each side. High-fidelity communication in a crisis can be distorted 
by everything that might interfere physically, mechanically, or behaviorally 
with accurate transmission. Electromagnetic pulses that disrupt commu-
nication circuitry or physical destruction of communication networks are 
obvious examples of impediments to high-fidelity communication. Cul-
tural differences that prevent accurate understanding of shared meanings 
between states can confound deterrence as practiced according to one 
side’s theory. As Keith Payne notes, with regard to the potential for deter-
rence failure in the post–Cold War period: 

Unfortunately, our expectations of opponents’ behavior frequently are unmet, not 
because our opponents necessarily are irrational but because we do not under-
stand them—their individual values, goals, determination, and commitments—
in the context of the engagement, and therefore we are surprised when their 
“unreasonable” behavior differs from our expectations.13 

A second requirement of successful crisis management is reducing time 
pressure on policymakers and commanders so no unintended, provocative 
steps are taken toward escalation mainly or solely as a result of a misper-
ception that “time is up.” Policymakers and military planners are capable 
of inventing fictive worlds of perception and evaluation in which “H-hour” 
becomes more than a useful benchmark for decision closure. In decision 
pathologies possible under crisis conditions, deadlines may be confused 
with policy objectives themselves: ends become means, and means, ends. 
For example: the war plans of the great powers in July 1914 contributed 
to a shared self-fulfilling prophecy among leaders in Berlin, St. Petersburg, 
and Vienna that only by prompt mobilization and attack could decisive 
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losses be avoided in war. Plans predicated on the determinism of mobiliza-
tion timetables proved insufficiently adaptive for policymakers who 
wanted to slow down the momentum of late July and early August toward 
an irrevocable decision in favor of war. 

One result of compressing the decision time in a crisis, compared to 
typical peacetime patterns, is that the likelihood of Type I (undetected at-
tack) and Type II (falsely detected attack) errors increases. Tactical warn-
ing and intelligence networks grow accustomed to the routine behavior of 
other state forces and may misinterpret nonroutine behavior. Unexpected 
surges in alert levels or uncharacteristic deployment patterns could trigger 
misreadings of indicators by tactical operators. As Bruce Blair has argued: 

In fact, one distinguishing feature of a crisis is its murkiness. By definition, the 
Type I and Type II error rates of the intelligence and warning systems rapidly 
degrade. A crisis not only ushers in the proverbial fog of crisis symptomatic of 
error-prone strategic warning but also ushers in a fog of battle arising from an 
analogous deterioration of tactical warning.14 

A third attribute of successful crisis management is that each side should 
be able to offer the other a safety valve or a face-saving exit from a pre-
dicament that has escalated beyond its original expectations. The search 
for options should back neither crisis participant into a corner from which 
there is no graceful retreat. For example, during the Cuban missile crisis 
of 1962, President Kennedy was able to offer Soviet premier Khrushchev 
a face-saving exit from his overextended missile deployments. Kennedy 
publicly committed the United States to refrain from future military aggres-
sion against Cuba and privately agreed to remove and dismantle Jupiter 
medium-range ballistic missiles previously deployed among its NATO 
allies.15 Kennedy and his inner circle recognized, after some days of delibera-
tion and clearer focus on the Soviet view of events, that the United States 
would lose, not gain, by a public humiliation of Khrushchev that might, 
in turn, diminish Khrushchev’s interest in any mutually agreed solution to 
the crisis. 

A fourth attribute of successful crisis management is that each side 
maintains an accurate perception of the other’s intentions and military 
capabilities. Clarity of perception becomes difficult during a crisis because, 
in the heat of a partly competitive relationship and a threat-intensive en-
vironment, intentions and capabilities can change. Robert Jervis warned 
that Cold War beliefs in the inevitability of war might have created a self-
fulfilling prophecy: 
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The superpowers’ beliefs about whether or not war between them is inevitable 
create reality as much as they reflect it. Because preemption could be the only ra-
tional reason to launch an all-out war, beliefs about what the other side is about to 
do are of major importance and depend in large part on an estimate of the other’s 
beliefs about what the first side will do.16 

Intentions can change during a crisis if policymakers become more op-
timistic about gains or more pessimistic about potential losses during the 
crisis. Capabilities can change due to the management of military alerts 
and the deployment or other movement of military forces. Heightened 
states of military readiness on each side are intended to send a two-sided 
signal: of readiness for the worst if the other side attacks, and of a non-
threatening steadiness of purpose in the face of enemy passivity. This 
mixed message is hard to send under the best of crisis management condi-
tions, since each state’s behaviors and communications, as observed by its 
opponent, may not seem consistent. Under the stress of time pressures 
and of military threats, different parts of complex security organizations 
may be making decisions from the perspective of their narrowly defined, 
bureaucratic interests. These bureaucratically chosen decisions and actions 
may not coincide with the policymakers’ intent, nor with the decisions 
and actions of other parts of the government. As Alexander George has 
explained: 

It is important to recognize that the ability of top-level political authorities to 
maintain control over the moves and actions of military forces is made difficult 
because of the exceedingly large number of often complex standing orders that 
come into effect at the onset of a crisis and as it intensifies. It is not easy for top-
level political authorities to have full and timely knowledge of the multitude of 
existing standing orders. As a result, they may fail to coordinate some critically 
important standing orders with their overall crisis management strategy.17 

As policymakers may be challenged to control numerous and diverse 
standard operating procedures, political leaders may also be insufficiently 
sensitive to the costs of sudden changes in standing orders or unaware of 
the rationale underlying those orders. For example, heads of state or govern-
ment may not be aware that more permissive rules of engagement for 
military forces operating in harm’s way come into play once higher levels 
of alert have been authorized.18 
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Cyberwar plus Nuclear Crisis Management
This section discusses how cyberwar might adversely affect nuclear crisis 

management. Readers are advised, however, that history is indeterminate. 
It might turn out that, in some fortuitous cases, the United States could 
use nuclear deterrence and cyberwar as joint multipliers toward a success-
ful outcome in crisis or war. For example, in facing down an opponent 
with a comparatively small or no nuclear arsenal and inferior conventional 
strike capabilities, the United States or another power could employ infor-
mation warfare aggressively “up front” while forgoing explicit mention of 
its available nuclear capability. Russia’s five-day war against Georgia in 
August 2008 involved obvious cyber attacks as well as land and air opera-
tions, but no explicit nuclear threats. On the other hand, had Georgia al-
ready been taken into membership by NATO prior to August 2008 or had 
Russo-Georgian fighting spread into NATO member-state territory, the 
visibility of Russia’s nuclear arsenal as a latent and potentially explicit 
threat would have been much greater. 

Notwithstanding the preceding disclaimers, information warfare has 
the potential to attack or disrupt successful crisis management on each of 
four dimensions. First, it can muddy the signals being sent from one side 
to the other in a crisis. This can be done deliberately or inadvertently. Sup-
pose one side plants a virus or worm in the other’s communications net-
works.19 The virus or worm becomes activated during the crisis and destroys 
or alters information. The missing or altered information may make it 
more difficult for the cyber victim to arrange a military attack. But de-
stroyed or altered information may mislead either side into thinking that 
its signal has been correctly interpreted when it has not. Thus, side A may 
intend to signal “resolve” instead of “yield” to its opponent on a particular 
issue. Side B, misperceiving a “yield” message, may decide to continue its 
aggression, meeting unexpected resistance and causing a much more dan-
gerous situation to develop. 

Infowar can also destroy or disrupt communication channels necessary 
for successful crisis management. One way it can do this is to disrupt 
communication links between policymakers and military commanders 
during a period of high threat and severe time pressure. Two kinds of un-
anticipated problems, from the standpoint of civil-military relations, are 
possible under these conditions. First, political leaders may have pre-
delegated limited authority for nuclear release or launch under restric-
tive conditions; only when these few conditions obtain, according to the 
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protocols of predelegation, would military commanders be authorized to 
employ nuclear weapons distributed within their command. Clogged, 
destroyed, or disrupted communications could prevent top leaders from 
knowing that military commanders perceived a situation to be far more 
desperate, and thus permissive of nuclear initiative, than it really was. 
During the Cold War, for example, disrupted communications between 
the US National Command Authority and ballistic missile submarines, 
once the latter came under attack, could have resulted in a joint decision 
by submarine officers to launch in the absence of contrary instructions. 

Second, information warfare during a crisis will almost certainly in-
crease the time pressure under which political leaders operate. It may do 
this literally, or it may affect the perceived timelines within which the 
policymaking process can make its decisions. Once either side sees parts of 
its command, control, and communications (C3) system being subverted 
by phony information or extraneous cyber noise, its sense of panic at the 
possible loss of military options will be enormous. In the case of US Cold 
War nuclear war plans, for example, disruption of even portions of the 
strategic C3 system could have prevented competent execution of parts of 
the SIOP (the strategic nuclear war plan). The SIOP depended upon finely 
orchestrated time-on-target estimates and precise damage expectancies 
against various classes of targets. Partially misinformed or disinformed 
networks and communications centers would have led to redundant at-
tacks against the same target sets and, quite possibly, unplanned attacks on 
friendly military or civilian installations. 

A third potentially disruptive effect of infowar on nuclear crisis man-
agement is that it may reduce the search for available alternatives to the 
few and desperate. Policymakers searching for escapes from crisis denoue-
ments need flexible options and creative problem solving. Victims of in-
formation warfare may have a diminished ability to solve problems routinely, 
let alone creatively, once information networks are filled with flotsam and 
jetsam. Questions to operators will be poorly posed, and responses (if 
available at all) will be driven toward the least common denominator of 
previously programmed standard operating procedures. Retaliatory sys-
tems that depend on launch-on-warning instead of survival after riding 
out an attack are especially vulnerable to reduced time cycles and restricted 
alternatives: 

A well-designed warning system cannot save commanders from misjudging the 
situation under the constraints of time and information imposed by a posture of 
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launch on warning. Such a posture truncates the decision process too early for 
iterative estimates to converge on reality. Rapid reaction is inherently unstable 
because it cuts short the learning time needed to match perception with reality.20 

The propensity to search for the first available alternative that meets 
minimum satisfactory conditions of goal attainment is strong enough under 
normal conditions in nonmilitary bureaucratic organizations.21 In civil-
military command and control systems under the stress of nuclear crisis 
decision making, the first available alternative may quite literally be the 
last; or so policymakers and their military advisors may persuade them-
selves. Accordingly, the bias toward prompt and adequate solutions is 
strong. During the Cuban missile crisis, a number of members of the 
presidential advisory group continued to propound an air strike and inva-
sion of Cuba during the entire 13 days of crisis deliberation. Had less time 
been available for debate and had President Kennedy not deliberately 
structured the discussion in a way that forced alternatives to the surface, 
the air strike and invasion might well have been the chosen alternative.22 

Fourth and finally on the issue of crisis management, infowar can cause 
flawed images of each side’s intentions and capabilities to be conveyed to 
the other, with potentially disastrous results. Another example from the 
Cuban crisis demonstrates the possible side effects of simple misunder-
standing and noncommunication on US crisis management. At the most 
tense period of the crisis, a U-2 reconnaissance aircraft got off course and 
strayed into Soviet airspace. US and Soviet fighters scrambled, and a pos-
sible Arctic confrontation of air forces loomed. Khrushchev later told 
Kennedy that Soviet air defenses might have interpreted the U-2 flight as 
a prestrike reconnaissance mission or as a bomber, calling for a compensa-
tory response by Moscow.23 Fortunately Moscow chose to give the United 
States the benefit of the doubt in this instance and to permit US fighters 
to escort the wayward U-2 back to Alaska. Why this scheduled U-2 mis-
sion was not scrubbed once the crisis began has never been fully revealed; 
the answer may be as simple as bureaucratic inertia compounded by 
noncommunication down the chain of command by policymakers who 
failed to appreciate the risk of “normal” reconnaissance under these extra- 
ordinary conditions. 
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Further Issues and Implications
The outcome of a nuclear crisis management scenario influenced by 

information operations may not be a favorable one. Despite the best ef-
forts of crisis participants, the dispute may degenerate into a nuclear first 
use or first strike by one side and retaliation by the other. In that situation, 
information operations by either, or both, sides might make it more dif-
ficult to limit the war and bring it to a conclusion before catastrophic 
destruction and loss of life had taken place. Although there are no such 
things as “small” nuclear wars, compared to conventional wars, there can 
be different kinds of “nuclear” wars in terms of their proximate causes and 
consequences.24 Possibilities include a nuclear attack from an unknown 
source; an ambiguous case of possible, but not proved, nuclear first use; a 
nuclear “test” detonation intended to intimidate but with no immediate 
destruction; and a conventional strike mistaken, at least initially, for a 
nuclear one. As George Quester has noted:

The United States and other powers have developed some very large and power-
ful conventional warheads, intended for destroying the hardened underground 
bunkers that may house an enemy command post or a hard-sheltered weapons 
system. Such “bunker-buster” bombs radiate a sound signal when they are used 
and an underground seismic signal that could be mistaken from a distance for the 
signature of a small nuclear warhead.25

The dominant scenario of a general nuclear war between the United 
States and the Soviet Union preoccupied Cold War policymakers, and 
under that assumption concerns about escalation control and war termi-
nation were swamped by apocalyptic visions of the end of days. The 
second nuclear age, roughly coinciding with the end of the Cold War and 
the demise of the Soviet Union, offers a more complicated menu of nuclear 
possibilities and responses.26 Interest in the threat or use of nuclear weapons 
by rogue states, by aspiring regional hegemons, or by terrorists abetted by 
the possible spread of nuclear weapons among currently nonnuclear weapons 
states stretches the ingenuity of military planners and fiction writers. 

In addition to the world’s worst characters engaged in nuclear threat of 
first use, there is also the possibility of backsliding in political conditions, 
as between the United States and Russia, or Russia and China, or China 
and India (among current nuclear weapons states). Politically unthinkable 
conflicts of one decade have a way of evolving into the politically unavoid-
able wars of another—World War I is instructive in this regard. The war 
between Russia and Georgia in August 2008 was a reminder that local 
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conflicts on regional fault lines between blocs or major powers have the 
potential to expand into worse. 

If information operations might get in the way of de-escalation during a 
nuclear crisis, then why not just omit them? The political desire to do so 
conflicts with the military necessity for timely information gathering, assess-
ment, and penetration of enemy networks to accomplish two necessary, but 
somewhat opposed, missions. First, each side would want to anticipate cor-
rectly the timing and character of the other’s decision for nuclear first use—
and, if possible, to throw logic bombs, Trojan horses, electronic warfare, or 
other impediments in the way (or if finesse is not preferred, bombing the 
relevant installations is always an option, although an obviously provocative 
one). The second, and somewhat opposed, mission is to communicate 
reliably with the other side one’s preference for de-escalation, willingness to 
do so if reciprocity can be obtained, and awareness of the possibility that the 
situation will shortly get out of hand.

Conclusion
The objective of cyberwar in conventional conflicts is to deny enemy 

forces battlespace awareness and to obtain dominant awareness for one-
self, as the United States largely was able to do in the Gulf War of 1991.27 
In a crisis with nuclear weapons available to the side against which infowar 
is used, crippling the foe’s intelligence and command and control systems 
is an objective possibly at variance with controlling conflict and prevailing 
at an acceptable cost. And, under some conditions of nuclear crisis man-
agement, crippling the C4ISR of the foe may be self-defeating. Whether 
nuclear or other deterrence can work in a particular cyber context is more 
dependent upon political, as opposed to military, variables. As Lawrence 
Freedman has noted, strategic studies have sometimes been too pre-
occupied with military capabilities and thus insufficiently sensitive to the 
point that “the balance of terror rests upon a particular arrangement of 
political relations as much as on the quantity and quality of the respective 
nuclear arsenals.”28 
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Cyberwar as a Confidence Game

Martin C. Libicki

Is cyberwar the twenty-first-century version of nuclear war? Readers of 
the Economist, whose 3–9 July 2010 cover portrayed a digitized nuclear 
explosion in the midst of a city, could be forgiven for thinking so. The 
takeaway was obvious: cyber weapons are now the latest class of strategic 
weapons, they can do enormous damage to societies, and the first recourse 
against this threat should be some sort of arms control. Otherwise, the 
bad old days of strategic confrontation would be back, but this time with 
scores of countries and no small number of nonstate actors, transnational 
criminal organizations, and a few overindulged high school students hav-
ing the requisite capability to build weaponry that can bring life as we 
know it to a prompt halt.

Such a scenario could happen, but to see cyber weapons as primarily 
strategic in the same way as nuclear weapons is quite misleading. A more 
plausible strategic rationale for the United States’ developing cyber weapons 
is to make other states think twice about going down the road toward 
network-centric warfare as the United States is doing, thereby extending 
its lead in this area. Cyber weapons do so by making other states—already 
lacking confidence in their ability to handle high technology—doubt that 
their systems will work correctly when called on, particularly if used 
against the United States or its friends. 

This logic is explained in three parts, starting with a brief description of 
cyber attacks and their effects. Next, the case is made against assuming 
that cyberwar can be used for its strategic impact, followed by the case for 
thinking that the threat of cyberwar might possibly shape the investment 
decisions of other states to the advantage of the United States.
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Cyberwar:  A Précis
There are critical differences between cyberwar and physical war.1 These 

differences are so great that tenets about the use of physical force are im-
perfect guides to cyberspace. To summarize, cyberwar is the systematic use 
of information (bytes, messages, etc.) to attack information systems and 
typically, by so doing, the information that such a system holds.

Cyber attacks are enabled by (1) the exposure of target systems to the 
rest of the world, coupled with (2) flaws in such systems which are then 
exploited. Systems vary greatly in their susceptibility to cyber attacks, and 
such susceptibilities may also vary over time, especially before and after an 
attack. System owners are typically unaware of the exact nature of serious 
flaws of their own systems; otherwise they would not be flaws very long. 
They may not realize how exposed they are to the rest of the world. Yet, 
cyber attacks are self-depleting.2 Once a vulnerability has been detected, 
often by dint of its being exploited and deemed consequential, efforts usu-
ally follow to eliminate the vulnerability or reduce a system’s susceptibility 
to further such attacks. 

The direct effects of cyber attacks are almost always temporary. Rarely is 
anything broken (the Stuxnet worm perhaps a prominent exception). At 
the risk of a little oversimplification, because a cyber attack consists of 
feeding systems the wrong instructions, replacing such instructions in favor 
of the original correct instructions returns control to the owner.3 

The prerequisites of a cyber attack are clever hackers, cheap computer 
hardware, a network connection, intelligence on the workings and role of 
the target system, specific knowledge of the target’s vulnerabilities, and the 
tools to exploit such vulnerabilities. Cheap computer hardware possibly 
aside, none of these can be destroyed in a cyber attack. Furthermore, none 
are the exclusive province of states, although states have distinct advan-
tages in acquiring these prerequisites.

Cyber attacks are very difficult to attribute. Determining which machine 
or network the originating attack came from is challenging enough, but 
even knowing that much does not prove that its owner was responsible, 
because there are many ways for a hacker to originate an attack from 
someone else’s box. Even finding the specific hacker does not necessarily 
prove that a state was responsible for his or her actions.

It is hard to predict the effects of cyber attacks, even those directed 
against well-scoped targets. Systems change constantly; processes that 
depend on affected systems’ collateral damage are not readily apparent 
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and cannot necessarily be inferred from their physical properties. The ulti-
mate cost of, say, a disruption is proportional to the time required to detect, 
characterize, and reverse its damage—all of which can vary greatly. Even 
after a cyber attack, it may not be clear what exactly happened; a data/
process corruption attack, for instance, loses much of its force if the target 
knows exactly what was corrupted. What an attacker believes it did (much 
less its purpose) may differ from what happened, which in turn may differ 
from what the target perceived to happen. 

Cyberwar does not sit on top of the escalation ladder, or even very close 
to the top. Thus, it is not necessarily the last word between states.

Cyber Warfare as Operational Warfare
Cyber attacks have a potentially important role to play against unpre-

pared and unlucky adversaries that have enough sophistication to acquire 
and grow dependent upon information systems but not enough to defend 
them against a clever and persistent attack. Nevertheless, as suggested 
above, the effect of such an attack tends to be limited in time and scope. 
The fact that cyber attacks rarely break things means that the effects on 
systems are temporary. In that respect cyber warfare is, like electronic war-
fare, a facilitator of kinetic attacks. Indeed, both have been mooted against 
the same targets (e.g., SAMs). But electronic warfare has a serious advan-
tage as a weapon that cyber weapons lack. It takes place outdoors, so to 
speak, where both sides contend for access to the same spectrum; factors 
such as the ability to generate a powerful signal can overwhelm a perfectly 
executed but weaker signal from the other side. To a first-order approxi-
mation, the environment is a given. Cyber warfare, however, takes place 
indoors, specifically in the systems of the target. Its ability to succeed has 
everything to do with the characteristics of the system being attacked. 
There is no forced entry, and a perfectly executed system is impenetrable; 
whereas perfection is not given to mortals, a completely disconnected, 
hence practically invulnerable, system is plausible.

Both electronic warfare and cyber warfare have relatively fast learning 
curves. Measure begets countermeasure begets counter-countermeasure 
and so on. But the cycles in cyberwar are faster and likely to lead to a per-
manently lower plateau of efficacy for the attacker. In cyberspace, the first 
attack is most likely to have significant effects, particularly if the attack 
itself is a strategic surprise (e.g., the preceding weeks were uneventful) so 
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that affected systems are operating in peacetime mode. Even if the attack 
were carried out against an alerted adversary, the possibility that the attacker 
knows of specific vulnerabilities that the defender overlooked means that 
some attacks may well get through. After the attack, however, the defender 
will realize that some of its systems were too exposed to the rest of the 
world or at least its other networks. It may well figure out the specific 
vulnerabilities that allowed such attacks to take place and fix or route 
around them. It will have a more nuanced understanding of how far to 
trust each of its information systems. As a result of all this, a second wave 
of attacks is likely to hit a higher wall, and less is likely to get through. The 
same logic of diminishing returns would characterize a third or fourth 
wave and so on. Thereafter, successful attacks tend to be those that would 
exploit newly found vulnerabilities—particularly in just-fielded systems. 

Cyberwar as Strategic War
If cyberwar is going to assume strategic importance, it must be able to 

generate effects that are at least comparable to, and preferably more im-
pressive than, those available from conventional warfare.4 Can it?

There is a wide range of opinion on that score. People have worried 
about cyberwar for most of the last 20 years, and in all that time, not one 
person is known to have been killed by a cyber attack.5 As for damage, 
estimates vary widely from several hundred million dollars a year to several 
hundred billion dollars a year. The most costly single attack was probably 
the “I Love You” virus in 2000, whose costs have been estimated at as 
much as $15 billion but which may be more realistically estimated at several 
hundred million dollars, if that.6 Only one power plant is known to have 
been disabled by hackers—a system in southern Brazil in 2007—and even 
there, the power outage has been disputed by local authorities as soot 
buildup. The only two examples of a state’s using cyber attacks against 
another were Russia’s attacks against Estonia in 2007 and Georgia in 2008 
(and Russia’s responsibility is questionable in the first case); both caused 
disruption that can be measured at no more than the low millions of dollars, 
and both pulled their victims closer to rather than pushing them farther 
from NATO. The Stuxnet worm, if it worked, did serious damage, but it 
was closer in form to a onetime act of sabotage.

The depletion dynamic noted above would work in roughly the same way 
in the civilian world as it does in the military world. These days, networks 
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and systems are established with some degree of security adequate only to 
deal with the day-to-day threats such institutions face. Banks, for instance, 
give a great deal of thought to security in large part because the motive to 
rob them is ever present. Bank security is fairly good; bankers can reduce 
the damage to acceptable levels, which also puts a top bound on the dam-
age a state-sponsored bank thief could carry out. Electric power compa-
nies, by contrast, are rarely attacked—what would be the point? Thus, 
unless they have been prodded to isolate themselves by the deluge of threat 
scenarios over the last few years, the difference between a state-level threat 
and today’s threat could be quite substantial, and they may not necessarily 
be so well prepared. But, should state hackers appear, many such institu-
tions would learn quickly that the threat environment had changed and, 
with more time, how to survive and cope with such change. Coping with 
the worst attacks might be expensive and disruptive. But, at the very worst, 
the most primitive response (sever all Internet connections) would return 
the US economy to the state that it had in the mid-1990s, before net-
working became so ubiquitous. Being cyber-bombed back to the 1990s 
has its downside, but it hardly compares to being bombed back to the 
Stone Age (pace LeMay) by conventional weaponry. 

More to the point, for cyber to be a strategic weapon for coercive pur-
poses, it has to be frightening to the population at large, or at least to their 
leaders—so frightening that the aggressors can actually reap some gains 
from the reaction or concession of their targets.7 One motive for strategic 
cyberwar may be to threaten its use to modulate an ongoing conventional 
war—but that requires the effects of a cyber attack to be significant rela-
tive to the cost, casualties, and damage of violent conflict. Another may be 
straightforward coercion prior to a war. Imagine a scenario in which Taiwan 
declares its independence; the Chinese plan to take the island but want to 
forestall US intervention. China takes down power in a few US metro-
politan areas as a way of suggesting that it can do worse (merely threaten-
ing to take down power may be much less impressive and hence less dis-
suasive, given the great uncertainties in what any given attack can do 
before one is demonstrated). So, would the United States accede to China’s 
invasion of Taiwan? Or instead, would it regard the Chinese threat to be a 
strategic threat and thus regard the China-Taiwan struggle as strategic 
rather than local for having become entangled with that larger threat? US 
reactions to Pearl Harbor and 9/11 suggest the latter. Our strategists, in 
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turn, should not blithely assume other countries can be rolled even if we 
cannot be—those other countries can also be quite stubborn. 

It follows that if the use of cyber weapons is unimpressive at the strategic 
level, the fear that might come from the threat to use cyber weapons may 
be similarly unimpressive. It is difficult to make credible threats because 
the efficacy of cyber weapons is strongly, perhaps overwhelmingly, deter-
mined by features of those systems such weapons are targeted against. 
Once such weapons are used successfully, their credibility goes up, but 
then the attacker (as well as the target) has to deal with the consequences 
of their use (e.g., open hostilities). Such consequences will complicate and 
may overwhelm the purely coercive/deterrent effect of threatening subse-
quent use.

Fear, Uncertainty, and Doubt
While the preceding discussion may create doubt about the strategic 

impact of cyberwar, there are other considerations with perhaps more 
long-term resonance. Consider the oft-conflated trinity of FUD: fear, 
uncertainty, and doubt.8 Nuclear arms fostered fear, but there was not a 
great deal of doubt or uncertainty in their applications. Cyber may be 
the opposite—incapable of inducing real fear directly, but putatively 
capable of raising the specter of doubt and uncertainty. It can do so im-
mediately by scrambling the data upon which decisions by man or machine 
are made. Its specter can do so latently. Inherent in the possession of 
consequential vulnerabilities is that their owners are unaware exactly 
which ones exist and what effect their exploitation may have—otherwise 
they likely would not be vulnerabilities for very long. It is virtually im-
possible to prove that any particular complex system exposed to the out-
side world (e.g., via the Internet) is not invulnerable or even uninfected. 
For all anyone knows, some code in such a system could be waiting for 
an explicit command or some internal circumstance (e.g., reaching a 
certain date/time or receiving a particular message) to force the system 
to fail. If there is an attack, the name of the attacker may not be known, 
much less its motive or purpose.

Keeping that point in mind, now backtrack to the dawn of the nuclear 
era. Until then, one could envision any state being disarmed and destroyed 
by another. Afterwards, it was impossible to conceive of a nuclear-armed 
state being destroyed (except by another willing to sacrifice most of itself 
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in the bargain), much less occupied. The most operationally offensive of 
weapons turned out to be the most strategically defensive weapon ever 
created. Ever since, the effective point of such weapons, to adulterate the 
famous phrase of Bernard Brodie, has been not to use them but to bran-
dish them to make a point, to tell a story, as it were, about what were and 
were not a state’s vital interests. In a mature strategic environment, the 
role of nuclear weapons was to become an element of narrative. The ad-
vent of terrorism and insurgency in the postwar era has strongly reinforced 
the role of narrative. Terrorism bills itself as the propaganda of the deed. 
Insurgency is currently local politics by other means. They are meant to 
lower the population’s confidence in its own government. They, too, tell a 
story. Conversely, the primary thrust of US counterinsurgency doctrine is 
the use of armed forces to bolster such confidence—a different story.

Putting the two together sets the stage for delineating the purpose of 
strategic cyberwar. It, too, illustrates a narrative. There are many possible 
narratives available; many clearly have to do with confidence. A cyber attack 
that disables some infrastructure says as much about its reliability—the 
reliability of those who own, operate, or stand behind such infrastructures—
as a physical attack. Those who would corrupt a state’s banking system 
make a statement about the creditworthiness of the state and its citizens. 
The persistent presence of a cyberwar capability, if irritating enough, serves 
to taunt institutions. All this assumes, of course, an adversary talented 
enough and a set of system owners feckless enough to give credence to 
such a narrative.

The United States, for its part, generally has little interest in creating 
chaos or ruining the authority of other institutions, even if some regimes 
deserved as much. Societies that depend on cyber systems understand the 
risks of starting that fight.

Nevertheless, a US capability for offensive strategic cyber operations 
may actually be worthwhile. Start with the observation that a military that 
can collect, analyze, distribute, and make decisions on the basis of copious 
information is likely to do much better in combat than one that cannot. 
Such a vision has been increasingly demonstrated over the last 20 years, 
starting with the first Gulf War, wending its way through Bosnia, and 
culminating with Operations Allied Force, Enduring Freedom, and Iraqi 
Freedom. Even in today’s difficult counterinsurgency environment, the 
advantages of networking remain. They allow time-urgent targeting and 
enable forces to learn faster from the experiences of one another.
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Presumably, it would run counter to US interests for countries poten-
tially hostile to the United States to pursue a similar strategy, one that 
becomes more attractive the more powerful information technology be-
comes. Might developing an offensive cyberwar capability be a way to 
induce hesitation in their efforts to lay a network foundation under their 
war fighting?

Here is where an uncertainty-and-doubt strategy comes into play. How 
would other states react to the idea that the United States—and it need 
not necessarily be us—could have hacked into their military systems and 
implanted code into their communications systems and perhaps even 
their weapons systems? Such code would lie dormant until precisely such 
time as the target state wishes to use its military—at which point the code 
is unleashed: communications cease to work reliably, messages sent across 
the network may or may not be authentic, the ability to keep state secrets 
or even operational details cannot be guaranteed. Weapons relied on to 
make war could fail. Even if no such code has been embedded beforehand, 
so much information could have been collected about target systems that 
hackers can reliably enter and confound such systems in time of crisis.

If systems of both sides have been corrupted, both might be embarrassed 
before third parties (to include potential adversaries looking for signs of 
weakness) by their mutual inability to carry out military operations. Per-
haps the hacker picked sides—in which case, the correlation of forces on 
the battlefield will be far worse than the target state had anticipated. If the 
target state believes (1) that it has been so hacked, (2) it has no alternative 
but the systems and equipment it has, (3) its estimate of war’s outcomes 
are decidedly worse as a result, and (4) it does have a choice on whether to 
go to war, then one might conclude that its desire to go to war would be 
reduced. Under these circumstances, the uncertainty-and-doubt strategy 
would have achieved the aims that only fear could accomplish in the nuclear 
context. War is inhibited.

How might such doubt and uncertainty be induced? The most straight-
forward way is to hack into such systems and then make it obvious that they 
have indeed been hacked. Exactly who would do such a thing is secondary, 
since the point is not to emphasize US prowess but the vulnerability of their 
systems—indeed any such systems—to cyber attack. If the point is to pro-
vide not proof but uncertainty, then making the result obvious before-
hand is unnecessary. In fact, it may be unwise. Proving that the other side 
may be vulnerable requires revealing the vulnerability. But every exposure 
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leads to fixes, which makes the next exploitation much harder. Thus proving 
a system was, is, and remains forever hacked may be impossible. However, 
the hint of an attack leaves no specific trace and, hence, no specific fix. 
General fixes, such as selective disconnection or the installation of anti-
malware guards, may be employed, but there will be nothing that suggests 
which of these general fixes will do the job. After all, it takes twice as long 
to find something as it does to find nothing—and that is only true if one 
believes that sweeping a space and finding nothing proves that nothing is 
there; if finding is conclusive but sweeping and finding nothing is incon-
clusive, then it takes far longer than twice as long to find something as 
opposed to not finding something. It may not be possible to be confident 
once some supposedly rogue code has been found, even after a great deal 
of effort has been put into the quest, particularly because it is never clear 
exactly what would distinguish unexplained code from the rogue code an 
adversary could plant. Such code could be a glitch unrelated to any malevo-
lent actor. Arthur Clarke’s tenet—any sufficiently advanced technology is 
indistinguishable from magic—applies here. It helps that many foreigners 
have convinced themselves that US intelligence agencies are omniscient. 
US cyber warriors need never single out the target of their magic, but just 
ensure there are enough hints out there that say they do, in fact, possess 
the requisite skills. For all anyone knows, foreigners actually believe as 
much of our cyber warriors, and any testable hint in that direction could 
fail and blow the fairy dust from their eyes. It cannot be overemphasized 
that the target of the attack is not the system but confidence in it or, in-
deed, any system.

The vulnerability of third-world states to such magic is enhanced to the 
extent that they have to purchase (or steal the plans for) their military 
systems. To be sure, there have always been advantages to rolling your own 
or at least being as sophisticated as those who supply you. Usually, though, 
the difference is a matter of degree rather than direction. The more sophis-
ticated countries tend to be adept operators of their own equipment; un-
sophisticated nations, less so. Thus, an F-16 in the hands of an American 
pilot is likely to be more effective than in the hands of a typical third-
world pilot. More analogously, an F-16 that is maintained by the United 
States is apt to be in better condition than a similar plane maintained by 
a third-world military. But even an inexpertly flown and indifferently 
maintained F-16 is a war machine.
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When it comes to information systems, however, a cyberwar system of 
positive value in US hands could become a system of less positive value in 
the hands of a hostile third-world state, even a distinctly negative value. 
States that purchase sophisticated information technology need to know 
not only how to use and maintain it, but also how to defend it against 
cyber attack. The failure to defend may mean that such systems, under 
pressure, leak information, drop out unexpectedly, or provide misleading 
data to war fighters and other decision makers—with consequences that 
may be worse than if they had never bought and grown dependent upon 
such systems in the first place—particularly if the more-sophisticated net-
worked system replaced a less-sophisticated stand-alone system. In infor-
mation systems, quality has a quantity all its own. A great hacker is likely 
to be orders of magnitude more efficacious than a merely good one, in 
ways that do not characterize the difference between a great hardware repair-
man and a merely good hardware repairman. The inability of third-world 
countries to generate great cyber warriors may be attributed to poorer 
educational facilities and a less-educated recruitment base. Yet, their lack 
of access to others’ source codes or their not having built any of their own 
(and having few among them who have ever built any operational source 
code) helps ensure their military systems are far more vulnerable to cyber 
attack than comparable systems of sophisticated states. 

A state faced with such fears may try to manage by pursuing compensa-
tory strategies. For instance, states may observe that the effects of cyber 
attacks are temporary and difficult to repeat. They then maintain their 
investment strategy after reasoning that even if their weapons do not work 
when first used, they can survive the initial exchange and gain requisite 
military value from their weapons on the second and subsequent rounds. 
If so, they would have to overlook the ability of high-technology militaries 
to conclude successful conventional campaigns over the course of days 
rather than months or years. That is, they may not get a second round. A 
sophisticated system owner may be able to find and patch a newly ex-
ploited vulnerability within hours or days after it has been discovered 
when the entire world is helping. But can an unsophisticated system 
owner, on the outs with the developed world, countering a sophisticated 
US cyber attack count on so quick a recovery? The state may also realize 
that once a system has become ill, war fighters may not want to bet their 
lives on it until it has been completely cured (a far lengthier process) rather 
than simply having its symptoms relieved.
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If states anticipate that their networked systems may be penetrated, 
they may elect to foreswear the development of network-centric warfare. 
Why try to face foes with weapons that may well fail spectacularly if used? 
Why not rely on lower-tech weapons that are robust against cyber attack 
because of no network connections and perhaps not even much electronics? 
So, is an uncertainty-and-doubt strategy thereby defeated? Au contraire, it has 
triumphed without even requiring hackers to validate their skills. But, would 
success in dissuading a potential adversary away from a high-technology chal-
lenge to the United States actually be in its best interest? A great deal de-
pends on the kinds of wars the United States wants to deter and/or con-
duct. If the goal is to make it very difficult for others to carry out a 
conventional invasion or mount a conventional defense, low-technology 
forces are no match against what the United States has—even if they have 
given US ground forces fits in Iraq and Afghanistan. Abjuring quality may 
provide others the means to pursue quantity, but so far, the trade-off for 
others has not been particularly good; quality done right usually triumphs. 

Alternatively, states beset by uncertainty and doubt may load up on the 
electronics and double-check their bona fides against supply chain attacks 
but abjure networking. Or they may network their machines but not their 
war fighters, limiting a possible vector of cyber attack but preserving a 
high-tech edge. If so, the real question is whether they have given up 
something of real war-fighting advantage to retain sufficient confidence in 
the electronics they do buy. At that point in the argument, one must yield 
the podium to proponents of network-centric warfare to make their case. 
A great deal depends on how much war fighters gain by reaching out to 
one another to gather the knowledge required to wage war and learn from 
war’s experience.

Does not Stuxnet prove that cyberwar is real rather than a narrative? A 
great deal depends on what the worm actually succeeded in doing. Al-
though people understand how it worked, nearly everything else about it 
remains a mystery: who wrote it, for what end, and with what effect?9 The 
most common (current) explanation is that the Israelis intended for it to 
get into and confound or destroy components in Iran’s Natanz nuclear 
fuel centrifuge plant. Iran’s reaction, however, merits note. Although Iranians 
initially denied that anything in the Bushehr nuclear power plant was af-
fected by the worm, they arrested several individuals associated with the 
plant in the weeks after the worm attack and accused them of being spies. 
Given the stories that a Russian contractor may have been the initial injection 
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point for the worm, it may well have affected their ability to trust and thus 
work with such contractors. If Stuxnet did nothing more than make 
Iranians lose confidence in their nuclear projects, it may well have suc-
ceeded even if it “failed.”10

With all this, the broader narrative stands. The information revolution 
has created new and radically more-effective ways of going to war. The 
United States has exploited these advantages. But network-centric warfare 
comes at a price, and that price is vulnerability to cyberwar. In essence, 
there is a new game, but it is one played at a very high level. Those who 
cannot play at that level may want to think twice about entering the game 
at that level—indeed about entering the game at all.

Such is the case for developing offensive cyberwar capabilities to inhibit 
the investment strategies of rogue states and others who would contest the 
United States militarily. Would such a strategy apply to Russia and China?

With Russia, the best answer is almost certainly not, for two reasons. 
First, Russian capabilities at cyber warfare are very advanced—as befits a 
state as interested as it has been in maskirovka and as blessed as it has been 
with a surfeit of world-class mathematicians. They may fear our capabilities 
but are unlikely to regard them as magic. Second, Russia’s military long 
suit is not systems integration of complex electronics and networks. It is 
precisely because they lack confidence in their conventional military that 
they lean so heavily on their nuclear arsenal. Thus, it is unlikely that their 
investment strategy would be diverted by the United States’ development 
of cyber weapons.

With China, the best answer is most likely no. The Chinese have certainly 
shown enthusiasm for cyberwar. It shows up in their doctrine and in the 
great volume of intrusions people attribute to them. In contrast to Russia, 
however, it appears that Chinese talents in cyberspace lean more toward 
quantity (as befits a focus on cyber espionage) than toward quality (as 
would be required to get into hardened military systems). Furthermore, 
China’s military investment strategy is quite different from Russia’s. It has 
less interest in achieving nuclear parity and more in pursuing antiaccess 
strategies that rely on sensors, surveillance, and missiles—which normally 
require high levels of systems integration, hence, networking. These factors 
leave some—but only some—scope for a US dissuasion policy based on 
cyberwar capabilities.

What of the reverse—can others use the threat of cyberwar to deprive 
the United States of the confidence it needs to pursue network-centric 
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warfare? True, the US military worries—a lot—about how the cyberwar 
capabilities of other states may undermine its own plans.11 Indeed, the 
possibilities were raised 15 years ago,12 although at that point the fears 
were more notional than real. But the United States realistically has no 
better path other than going forward. The actual dominance of network 
defense in the resourcing of the US Cyber Command says as much. The 
DoD is prepared to spend billions, perhaps tens of billions, of dollars in 
pursuit of information assurance, precisely because it has little alternative. 

Inhibiting Economic Growth?

Although the prospect of cyber attack might also be used to inhibit 
similar investments in digitizing the civilian commercial economy, the 
nature of the threat is different. Militaries exist against the day that they 
are most needed. Economies work from one day to the next. So, the pos-
sibility that the threat of cyberwar might inhibit investment in networking 
is unlikely to apply to commercial systems. First, such systems are used 
often and are attacked often as well, usually by criminals and amateurs, 
giving their owners confidence they work most of the time. By contrast, 
one only knows whether military systems work when used in war, which 
is contingent and infrequent (training is different, because there is little 
advantage to the enemy in making such systems fail temporarily). Second, 
there is a global infrastructure of corporations that supply, service, and 
maintain commercial information systems of sufficient diversity and expe-
rience that one can have confidence in their work. Military systems, in 
contrast, are more likely to be indigenously maintained, particularly if the 
owner is shunned by the West or if turnkey product support is contingent 
on good behavior. Third, the rationale for deepening the digitization of 
commercial and civilian systems is fairly straightforward and can be con-
stantly validated in the day-to-day marketplace; cyber attacks constitute 
one risk that has to be factored into using them. The rationale for military 
digitization, especially by countries less involved in combat is far more 
speculative; there is a great deal of faith and emulation going into such 
decisions. By contrast, the effects from relying on digitization and then 
losing everything in a cyber attack when most needed—even if only for a 
few days—could be catastrophic. 
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Concluding Thoughts
In the 1970s, Thomas Wolfe “discovered” that modern art had “become 

completely literary: the paintings and other works exist only to illustrate 
the text.”13 Aesthetics aside, one can argue that cyberwar may have as-
sumed a similar status, at least those acts of cyberwar that do not directly 
support military operations. It has become the latest manifestation of a 
trend that, when it comes to the means of war, what you do with it has 
become less important than what you say with it. Thus, the nuclear era 
was all about deterrence not combat, while more-modern cyber-limited 
conflicts are meant to serve as warnings. Building up our offensive 
capabilities is a confidence game. It says to those who would compete in 
our league: are you confident enough in your cyberwar skills that you can 
build your military to rely on information systems and the machines that 
take their orders? 

Notes

1. For greater explanation, see Martin C. Libicki, Cyberdeterrence and Cyberwar (Santa Monica, 
CA: RAND, 2009), chap. 2.

2. Depletion (of cyber tricks) could mean one or more of several phenomena: (1) there are 
only so many tricks and they have been exhausted or (2) the best tricks have been played but 
what remain (a) produce results that are less useful or easier to recover from before much has 
been damaged, (b) work with less likelihood, or (c) work under fewer circumstances whose oc-
currence is less likely (e.g., the target machine is not in the required state very often). Alternatively, 
the time required to find the next good trick grows steadily longer.

3. One major exception is a cyber attack on a system that has yet to work correctly and thus 
has no proven set of correct instructions and hence no baseline to return to. 

4. Inasmuch as nuclear weapons could end life on Earth and cyber weapons cannot, relegating 
cyberwar to, at best, a second-level strategic weapon seems to be an easy assertion.

5. Eleven people were said to have died as a result of the Northeast power outage in 2003. 
The outage was reportedly hastened because the Slammer worm disabled warning systems at 
First Energy, but subsequent investigation has largely discredited the connection.

6. The best guess may be more than 10 million individuals lost about an hour’s worth of 
productivity. Evan Hansen, “Poll finds few affected by ‘I Love You’ Virus,” cnet.com, http://news 
.cnet.com/Poll-finds-few-affected-by-I-Love-You-virus/2100-1023_3-241539.html.

7. The attacks of 9/11 seem to have liberated many strategists from having to ask what advan-
tage attackers would reap from their actions—saying “they do not like us” seems to suffice. That 
noted, there has yet to be any act of cyber terrorism that has gone beyond defacing websites. 

8. This term was coined by Gene Amdahl, after he left IBM to found his own eponymous 
company, to refer to the “fear, uncertainty, and doubt that IBM sales people instill in the minds 
of potential customers who might be considering Amdahl products.”

9. Note how it took at least three corporations—VirusBlokAda (a security firm based in 
Belarus), Symantec (a US security firm), and Siemens (a manufacturer of industrial electronics)—
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to contribute important pieces to determining how Stuxnet worked and how to ensure that 
copycats would not. 

10. Iran’s leader reported that centrifuges at Natanz were damaged. Thomas Erdbrink, 
“Ahmadinejad: Iran’s nuclear program hit by sabotage,” Washington Post, 29 November 2010, 
http://www.washingtonpost.com/wp-dyn/content/article/2010/11/29/AR2010112903468.
html. This, after months of denial, lent credence to the claim that Stuxnet did what it was de-
signed to do but is no proof if one believes that Iran’s leadership saw political advantage in blam-
ing others for their own mistakes.

11. William J. Lynn, “Defending a New Domain: The Pentagon’s Cyberstrategy,” Foreign 
Affairs 89, no. 5 (September/October 2010): 97–108.

12. David Alberts, Defensive Information Warfare (Washington: National Defense University 
Press, 1996).

13. Thomas Wolfe, The Painted Word (New York: Bantam, 1977). The Harper’s magazine 
article that excerpted the quotation begins nicely with his trip to an art exhibit in which, as one 
might expect, the pictures are large and the description-cum-explanation next to them are the 
size of a note card. He concludes by saying that if modern art were properly understood, the 
explanations would be wall-sized and the painting itself the size of note cards, merely an illustra-
tion of the narrative.
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Book Reviews

Cyberdeterrence and Cyberwar by Martin C. Libicki. RAND, 2009, 244 
pp., $33.00.

A cynic might sum up the US approach to information-age national security 
by paraphrasing Mark Twain’s observation about weather—everybody talks 
about cyberspace, but nobody does anything about it. To refute such an observa-
tion, Cyberdeterrence and Cyberwar aims to inform the establishment of US Cyber 
Command and its service components. This monograph, based on Air Force–
contracted research by the RAND Corporation, examines whether deterrence 
and war-fighting tenets established in traditional combat media (air, sea, and 
land) translate into the medium of cyberspace. Dr. Martin Libicki, is a senior 
management scientist at RAND who focuses on security impacts of information 
technology. His portfolio includes many cyberspace-related works; Defending 
Cyberspace and Other Metaphors (1997), written during his 12 years at the National 
Defense University, contains essays that foreshadow the findings of this book. 

Libicki’s thesis is straightforward: “to focus on the policy dimension of cyber-
war” and explore “key aspects of cyberwar to establish a framework for consider-
ing cyberdeterrence.” His primary audience is USAF leadership tasked to create 
its new cyberspace structure. Many of Libicki’s findings are controversial. He 
argues that “there is no forced entry in cyberspace” because “organizations are 
vulnerable to cyberattack only to the extent they want to be.”  He also asserts 
that “cyberwar operations neither directly harm individuals nor destroy equip-
ment” and thus can only play a niche role. Further, he contends, “strategic 
cyberwar is unlikely to be decisive” to induce political compliance, as compared 
to strategic airpower. Regarding deterrence, he concludes, “cyberdeterrence may 
not work as well as nuclear deterrence” due largely to its ambiguities compared 
to the “clarity of nuclear deterrence.”

While there are weaknesses in Libicki’s supporting arguments, there is consid-
erable merit to the structure of his analysis. The initial chapters establish a sys-
tematic framework for subsequent examination. Cyberspace is a virtual medium 
of three layers—physical (hardware), syntactic (machine operating software), 
and semantic (the actual information). Cyber attack is the “deliberate disruption 
or corruption by one state of a system of interest to another state”; it does not 
include computer network exploitation (spying). This monograph limits cyber-
deterrence to the principles of deterrence by punishment, defining it as “a capability 
in cyberspace to do unto others what others may want to do unto us.” Libicki 
devotes a chapter to “Why Cyberdeterrence is Different,” in which he assesses 
nine simple yet profound questions that flesh out his views and biases. These 
questions deserve extensive dialogue within the national security community. 
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Other chapters on cyber attack motivations and responses offer thoughtful re-
flections considered from the defender’s and attacker’s perspectives.

Turning to strategic cyberwar, Libicki restricts his arguments to state-on-state 
cyber attacks and excludes physical warfare as well as legal, diplomatic, and eco-
nomic elements. He claims that cyberwar cannot “disarm, much less destroy, the 
enemy” and minimizes its consequences with debatable statements such as “most 
government computers can go down for several weeks with only minor inconve-
nience to the average citizen” and “systems can be set straight painlessly.” Posing 
that strategic cyberwar activities are more likely to agitate than frighten an op-
ponent, Libicki concludes it is “hard to argue that the ability to wage strategic 
cyberwar should be a priority area for U.S. investment.”

The author presents operational cyberwar as a possible “decisive force multi-
plier” but elects not to include physical attacks on networks, electronic warfare, 
and psychological operations in his discussion. Not surprisingly, Libicki declares 
that operational cyberwar “cannot win an overall war on its own,” therefore “the 
question of cybersupremacy is meaningless.” Similarly, his discussion of cyber 
defense specifically distinguishes between military and nonmilitary system de-
fense measures, proposing that only militaries have enemies, thus the need to be 
prepared for extraordinary circumstances. Ironically, many principles of defense 
he presents could easily be applied to nonmilitary systems as well.

Understanding the context of state (or nonstate) conflict apropos to develop-
ing cyberspace policy requires an integrated approach. A significant element of 
deterrence and war missed by Libicki regards how state sovereignty is defined in 
cyberspace. Another shortfall is his choice to compartmentalize military aspects 
of cyberspace from other instruments of national power (diplomatic, economic, 
information). Libicki’s book also builds on a critical oversimplification: the 
prevalent assumption that nuclear deterrence and physical warfare are linear and 
well defined, but in contrast, deterrence and war in cyberspace are uniquely 
ambiguous (and therefore not subject to historical analysis). To exacerbate the 
contentious nature of his premise, the author downplays the primary impacts of 
cyberspace activities without fully characterizing possible second- and third-order 
effects—to wit, his claim that “the effects of cyberattack are temporary” is hard 
to accept at face value. 

Granted, Libicki has courage to advocate views at odds with popular “gloom 
and doom” cyberspace scenarios painted by many authors. In reality the truth 
lies somewhere in between, and perhaps advocates of both extremes first should 
evaluate where cyberspace notions are similar before espousing perceived differ-
ences. Sadly, Libicki falls into a common trap among present authors—his text 
often confuses and dilutes his arguments with new words created simply by add-
ing “cyber” as a prefix and providing no definition. For clarity, future discourse 
should refrain from the cyber–name game and only use the term cyberspace, if 
possible (for example, by changing this book title to Deterrence and War in Cyber-
space). This serves more than semantic niceties; having intentional nomenclature 
can help achieve unity of effort within a fledgling unified Cyber Command. 
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Despite its foibles, Cyberdeterrence and Cyberwar is not a feckless work. It 
identifies many issues and concepts relevant to strategic and operational cyber-
space operations which require thoughtful and collaborative discourse. How-
ever, readers should realize that many of its arguments downplay the significance 
of cyberspace in a military environment and do not address complex interactions 
among all elements of national power. As such, it does not provide sufficient 
analysis upon which decision makers should act, but it can provide value as one 
voice within a broader dialogue.

COL Jeffrey L. Caton, USA, Retired
Army War College

Cyberpower and National Security edited by Franklin D. Kramer, Stuart H. Starr, 
and Larry K. Wentz. Potomac Books, 2009, 642 pp., $39.95.

Not long ago, cyberspace was viewed as a realm for each service’s tech wizards, 
relegated to support land, sea, air, and space domains. This was partly due to 
service and joint doctrines not articulating until recently that conflicts can be 
waged in the cyber domain or that cyber power is a necessary part of the national 
power arsenal. The increasing volume and severity of attacks on the national and 
military cyber infrastructure dramatically changed that view. Cyberspace has 
now taken a prominent role in the military as a fifth, coequal domain of warfare.

With this recognition has come a shift in organizational structures and priorities. 
The secretary of defense formed a sub-unified combatant command, US Cyber 
Command, under US Strategic Command; the Air Force stood up a Numbered 
Air Force dedicated to cyberspace; and the Navy stood up its own cyber command.

These changes in the military did not happen in a vacuum. As the world, and 
particularly the United States, has become more dependent on the Internet for 
commerce, military operations, and so forth, senior decision makers realized 
that the future of the military and the nation hinges on securing cyberspace and 
developing cyber power. A prominent think tank, the Center for Strategic and 
International Studies, released a report in winter 2008 outlining what it believed 
were the pertinent issues the new president needed to address with regard to 
cyberspace. The new administration also commissioned its own study to develop 
a roadmap for national cyberspace priorities.

Despite these prominent organizational moves, the theories, definitions, and 
deep understanding of this new domain remain a mystery to many military 
leaders and strategists. The strategic dialog has been hampered by a lack of 
generalists who completely understand this domain and because much of the 
discussion about cyberspace and cyber power is shrouded in secrecy by the govern-
ment and military. Some in academia and the military believe that serious strategic 
thinking about cyber power is at its infancy, much like airpower theory was during 
the interwar period.

Cyberpower and National Security attempts to fill the need for more strategic 
dialog on cyberspace and cyber power so more leaders, strategists, and practitioners 
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can learn and contribute to the discussions. It grew out of the Department of 
Defense’s 2006 Quadrennial Defense Review when the DoD realized that it 
lacked the necessary intellectual tools to assess cyber power issues. The DoD 
tasked the National Defense University to help articulate cyber power in terms 
of national security. The result was a compendium of 24 articles authored by 
academics, think tanks, government cyber experts, and industry players who 
looked at areas as diverse as fundamental definitions to cyber deterrence theory 
to international law. The editors of Cyberpower and National Security arranged 
the articles to help frame the diverse discussion topics as well as to help readers 
gain a better understanding of cyberspace, even if their knowledge level of the 
domain was minimal.

Despite the range of topics, a common message does emerge. That message is 
that the cyber domain is complex, evolving, and demands additional serious 
study. No single volume, Cyberpower and National Security included, can hope 
to completely fill this gap. The articles are intended to give readers a glimpse of 
the myriad issues which play significant roles in national security and military 
strategy but are rarely discussed in sufficient detail for strategists and senior leaders 
to understand how to deal with them effectively.

Cyberpower and National Security is a groundbreaking book because of its 
depth and breadth and should become a standard volume which many military 
leaders and strategists will want to read and refer to for years to come. War colleges 
and civilian universities will also find it helpful to incorporate into their strategy 
and cyberspace curricula. If this volume serves its intended purpose, some readers 
will be inspired to investigate the topics further and use it as a launching point 
for additional studies or discussions.

Col Rizwan Ali, USAF
US Strategic Command

The Essential Herman Kahn: In Defense of Thinking edited by Paul Dragos 
Aligica and Kenneth R. Weinstein. Lexington Books, 2009, 286 pp., $29.95.

The Essential Herman Kahn is an anthology of previously published material 
from the professional life of Herman Kahn and illustrates a wide spectrum of 
thought-provoking issues that may affect our roles and responsibilities in society. 
Throughout, Kahn offers well-crafted arguments on important issues and presents 
new insights into the realms of political science, public policy, military strategy, 
and decision making.

Kahn was first recognized as a nuclear strategy theorist and later expanded his 
interest into the broader issues of public policy as a futurist. During World War 
II, he was stationed in Burma as a communications specialist for the US Army 
Signal Corps. After the war he completed his undergraduate degree in physics at 
UCLA. During the early 1950s at the RAND Corporation in California, he 
contemplated the emerging impact of nuclear weapons being placed into the 
American military arsenal. Kahn articulated the use of these weapons in a manner 
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that surprised some people and offended others. He is considered by some as the 
model for Stanley Kubrick’s title character in the movie “Dr. Strangelove.” After 
RAND, he began his own “think tank” called the Hudson Institute in 1961.

Kahn pondered the uses and effects of the employment of nuclear weapons 
during a military confrontation between the United States and the Soviet Union. 
He espoused the theory that the “world” could survive a total nuclear war—a 
concept alien to the generally accepted theory that a nuclear weapon exchange 
between the world’s two superpowers would end civilization as we knew it. Kahn 
offered a different lens from which to view the horrific cataclysmic effects of a 
total nuclear war—that the result of a nuclear exchange of weapons, while it 
would greatly change the world as we knew it, would not destroy it. His theory 
was not widely accepted, and Kahn was labeled a free thinker, not bound by the 
usual protocols. Critics charged that his theories were reckless for merely discussing 
the likelihood of a nuclear exchange and may well have made such an exchange 
more likely. Kahn dismissed this argument as foolhardy and counterproductive. 
He postulated that educating the populace of the true effects of nuclear warfare 
was more important to prevention than a self-fulfilling prophecy. Kahn also 
stated the world needs to discuss matters of importance and not avoid topics 
simply because they may frighten readers.

The Essential Herman Kahn offers a banquet of thought on nuclear weapon 
strategy. This book reflects the breadth of topics on which Kahn wrote and spoke 
during his tenure at RAND and the Hudson Institute, including economic 
growth, cultural change, policy research, decision making, and forecasting the 
future. This list offers insight into the perspective Kahn brought to analysis—he 
seems to measure the topics as interconnected and relates the impact or inten-
tions in one arena to the effects in another. 

This is not a light work for a casual read but a thoughtful piece that shall abso-
lutely capture the reader’s attention. While one must invest full attention to the 
thoughts expressed by Kahn to fully comprehend his reasoning, the payback is 
worth the effort. The vocabulary is similar to a college textbook or a magazine 
commentary; whereby, Kahn explores each topic in sufficient detail that the 
reader is enriched with a new perspective. The value of the book lies in its pre-
sentation of topics that educate, inform, and perhaps motivate the reader to 
ponder the merits of the arguments offered. Again, this is not an easy read; how-
ever, the journey through its pages will add to personal knowledge on the topics and 
force readers to reassess their own beliefs. That is the value of reading the book.

Col Joe McCue, USAF, Retired
Leesburg, Virginia
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